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Abstract. One of the matters which has influence on Multi-Criteria Decision 

Making (MCDM) methods is the normalizing procedure. Most MCDM methods 

implement normalization techniques to produce dimensionless data in order to 

aggregate/rank alternatives. Using different normalization techniques may lead 

to different rankings. So, selecting a more suitable normalization technique is a 

requirement in the decision process. Specially, by the advent of big data and its 

role in developing life’s quality, finding the best normalization technique in 

MCDM models are more challenging. Collecting data from sensors causes more 

complex decision problems, thus, providing accurate normalized values (in the 

same unit) is more critical in these types of contexts. In this research, we analyze 

and evaluate the effect of different normalization techniques on the ranking of 

alternatives in one of the Multi-Criteria Decision Making (MCDM) methods 

called Analytical Hierarchy Process (AHP) using our developed assessment 

framework. An illustrative example (smart car parking) is used to discuss the 

suitability of the framework and recommend more proper normalization 

technique for AHP. Furthermore, the developing of technological innovation is 

expected by using the evaluation framework which can raise the accuracy of the 

normalized values in decision problems.   
 

Keywords: Normalization, MCDM, AHP, Decision making, data fusion, 

aggregation, Big data. 

1  Introduction 

During the last decades, Multi-Criteria Decision Making (MCDM) has received much 

attention from researchers due to its abilities to deals with complex decision problems 

that depend on several criteria. Each MCDM problem is defined by a decision matrix 

that includes a set of alternatives Ai (i=1, …, m), criteria Cj (j=1,…, n), the relative 

importance of the criteria (or weights) Wj, and rij, corresponding the rating of  

alternative i with respect to criteria j [1]. In most MCDM problems, criteria are 

measured in different units (e.g. velocity, fuel consumption, design, etc., in selecting a 

car problem) while they should be defined in the “same scale” to make an effective 

comparison. Therefore, the pre-processing for making dimensionless data from 

heterogeneous input data is called normalization. The normalization procedure is the 

first step in most MCDM methods and using different normalization techniques may 

lead to different ranking/ordering of alternatives and may cause deviation from optimal 
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ranking/ordering. Thus, choosing the suitable normalization techniques plays an 

important role in the final results of decision problems.  

From another point of view, the role of normalization techniques is extended by 

developing technological innovations that contribute to the growth of life’s quality by 

exploring new ideas in different discipline like big data which is a target discipline for 

new and evolved normalization techniques. Big data are collected from heterogeneous 

sensors and multiple other sources which need a suitable normalization technique to 

make them applicable for data fusion/aggregation. These reasons and important roles 

of the normalization process motivated us to propose an assessment framework to 

evaluate different normalization techniques in the MCDM methods. 

In this work, the main research question that we address is: Which normalization 

technique is more suitable for usage with the AHP method? 

This paper is an extended version of a preliminary study [2] which assessed the 

suitability of four normalization techniques in AHP method using Pearson and 

Spearman correlation (a part of the on-going evaluation framework). In this work, we 

assess the chosen normalization techniques with the additional developed evaluation 

assessment that was introduced in the recent submitted work by the authors [29] and 

recommend the most proper normalization technique for AHP method. In order to 

ensure the robustness of results, the same illustrative example (smart car parking place) 

from the above paper [2] was borrowed.  

 

2  Contribution to Life Improvement 

Life quality is defined as the level of wellbeing in terms of health, comfort, happiness, 

etc. for humans. Some elements like technological innovations have the power to 

change and improve life quality in different ways [3]. Nowadays, new developments in 

Artificial Intelligence, Machine Learning, Big Data, and Internet of Things (IoT) / 

Cyber-Physical Systems, are likely to change our daily lives with new ideas [4]. For 

instances, in smart car parking, input data is collected from sensors and then delivered 

to data centers and after analyzing and finding the best parking place, related data will 

be transferred to the driver with the help of IoT. In the data center, all received data 

should be normalized and then options ranked by implementing one of the MCDM 

methods. Then data related to the best parking place should be transferred to the driver, 

saving time in finding where to park, often a stressful situation. This decision problem 

shows the improvement of life quality by increasing comfort, especially in big cities. 

In this paper, we aim to select the best normalization technique for using in AHP when 

ranking alternatives in a smart car parking decision problem.  

3  Normalization 

Numerous normalization techniques have been proposed in the literature and most 

MCDM methods use one of these techniques. Jahan and Edwards [1], [5] pointed to 

some important features that have influencing effects on capability of normalization 
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techniques and should be considered when developing and evaluating of techniques 

(Fig. 1).      

 

 

Fig. 1: Expected aspects for normalization techniques ([1], [5]) 

As Fig. 1 shows, one of these aspects is the capability of removing scales, which is 

the basic role of normalization technique in converting the different measurement units 

of criteria (in MCDM models) into dimensionless units and making comparable 

decision matrices [1], [5]. Symmetry is another feature that belongs to some 

normalization techniques which can convert cost criteria into benefit one [1], [5]. This 

aspect would reduce the calculation process but is always not necessary for MCDM 

methods [1], [5]. The next property is rank reversal that causes ranking changes by 

adding or removing alternatives [1], [5]. Rank reversal could happen by selecting a 

unsuitable normalization technique [1], [5].  Handling negative values is an important 

capability for a normalization technique when dealing with negative values in MCDM 

methods [1], [5]. Fig. 1 also depicts data types and topology as the last aspect which is 

added in the work of Jahan and Edwards [1].  

Previous research done by the authors proved that the type of input data caused 

influencing effects on the normalized values and ranking alternatives as well in MCDM 

method [6]. For example, including zero or decimal numbers in the input data using 

Sum or Logarithmic normalization techniques are not recommended because of 

producing undefined and infinite normalized values with the mentioned techniques [6]. 

Several normalization techniques are proposed in literature. For instance, Jahan and 

Edwards [1] listed 31 normalization techniques and categorized them based on their 

applicability for material selection problems. They also, elaborated pros and cons of 

some techniques such as Max-Min which is affected by the number of alternatives 

because of changing maximum and minimum values by adding or removing 

alternatives [1]. Some other studies discussed the Max-Min normalization techniques 

which are very commonly used with MCDM methods [7], [8]. Another common 

normalization technique is Vector normalization which is implemented for TOPSIS 

method [1], [7].  

Although there are many normalization techniques in the literature, since this paper 

is an extension of a previous study [2], we selected exactly the same normalization 

technique that were used in [2]. Therefore,, we compare the suitability of the five more 

well-known normalization technique (Table 1) for using in AHP method. 
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Table 1: Well-known Normalization techniques (adapted from [2]). 

Normalization technique Condition of use Formula 

Linear: Max (N1)  

Benefit criteria 𝑛𝑖𝑗 =
𝑟𝑖𝑗

𝑟𝑚𝑎𝑥

 

Cost criteria 𝑛𝑖𝑗 = 1 −
𝑟𝑖𝑗

𝑟𝑚𝑎𝑥

 

Linear : Max-Min  (N2)  

Benefit criteria 𝑛𝑖𝑗 =
𝑟𝑖𝑗 − 𝑟𝑚𝑖𝑛

𝑟𝑚𝑎𝑥 − 𝑟𝑚𝑖𝑛

 

Cost criteria 𝑛𝑖𝑗 =
𝑟𝑚𝑎𝑥 − 𝑟𝑖𝑗

𝑟𝑚𝑎𝑥 − 𝑟𝑚𝑖𝑛

 

Linear : sum (N3)  

Benefit criteria 𝑛𝑖𝑗 =
𝑟𝑖𝑗

∑ 𝑟𝑖𝑗
𝑚
𝑖=1

 

Cost criteria 𝑛𝑖𝑗 =

1
𝑟𝑖𝑗⁄

∑ 1
𝑟𝑖𝑗⁄𝑚

𝑖=1

 

Vector normalization (N4)  

Benefit criteria 
𝑛𝑖𝑗 =

𝑟𝑖𝑗

√∑ 𝑟𝑖𝑗
2𝑚

𝑖=1

 

Cost criteria 
𝑛𝑖𝑗 = 1−

𝑟𝑖𝑗

√∑ 𝑟𝑖𝑗
2𝑚

𝑖=1

 

 Logarithmic normalization 

(N5)  

Benefit criteria 𝑛𝑖𝑗 =
ln⁡(𝑟𝑖𝑗)

ln⁡(∏ 𝑟𝑖𝑗)
𝑚
𝑖=1

 

Cost criteria 
𝑛𝑖𝑗 =

1 −
ln⁡(𝑟𝑖𝑗)

ln⁡(∏ 𝑟𝑖𝑗)
𝑚
𝑖=1

𝑚− 1
 

 

 

4  Assessment Framework for Evaluation of Normalization 

Techniques  

As mentioned above, normalization is the unavoidable step in most MCDM problems 

to make dimensionless criteria from heterogonous data. Several studies focused on the 

effect of the normalization techniques and introduced some metrics that can help 

decision makers to select the more appropriate technique for using in 

aggregation/ranking process [1], [5], [8]–[25]. Among these articles some of them are 

more interesting due to the characteristic of the metric to be used for MCDM methods. 

For example, Celen [19] (Max-Min, Max and Sum) used consistency conditions to 

analyze the effects of three normalization techniques and recommended the more 

suitable one for the TOPSIS method. Furthermore, Charaborty and Yeh [18], [20] 

discussed the suitability of Vector, Max-Min, Max, and Sum normalization techniques 

and assessed the best technique using Ranking Consistency Index (RCI). In another 

study, Mathew et al. [24] presented Max-Min as the best normalization for the weighted 

aggregated sum product assessment (WASPAS) method using Spearman correlation. 

Moreover, Jahan [5] proposed the range target-based normalization technique and 

compared the efficiency of three types of normalization techniques (Non-monotonic, 

Comprehensive, and Target-based (point and range)) using ANOVA.  

As mentioned, several research studies are done related to assessing normalization 

techniques while there is a need to define a general framework for the most well-known 
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MCDM methods. The observed gaps motivated us to design and develop an assessment 

framework to recommend the most proper normalization techniques for more well-

known MCDM decision models.  

The preliminary framework was proposed in [2], [6], [26], [27], [29] and consists 

of a number of steps such as calculating RCI, correlation, Standard Deviation, 

Minkowski distances, and so on. The authors introduced the developed version of the 

framework that consists of three levels as shown in Fig. 2 to select the best normalization 

technique for MCDM decision models [29].  
 

 
Fig. 2. Three level of the evaluation framework (adapted from [29]) 

As Fig. 2 shows, the first level of the developed framework identifies the topology 

of the input data set. The second level refers to the selection of the normalization 

techniques from different categories that are classified as linear (Max, Max-Min, and 

Sum), semi linear (Vector and Target-based) and non-linear (Logarithmic and 

Fuzzification) techniques. Also, considering the topology of the input data set (from 

first level) should be taken in this level in order to exclude the normalization techniques 

which are not fitted with the input data set. Vafaei et al. [6] showed that when the input 

data contains zero or decimal numbers, the elimination of the Logarithmic and Sum 

normalization technique is necessary because of producing infinite and undefined 

normalized values with these techniques (see [6]). Finally, in the third level of the 

assessment framework, we implement several metrics to analyze the effect of the 

selected normalization techniques on the MCDM problems and recommend the most 

appropriate technique. Further information about these levels are explained in the next 

section.          

Level 1: 
Data types  & 

Topology

•Ordinal number

•Natural number

•Skewed data with outlier

•Real number
+ Float numbers in unit interwal [0-1]

Level 2: 
Normalization 

Techniques

•Linear: Max; Max-Min; Sum

•Semi Linear: Vector; Target based

•Non Linear: Logarithmic, Fuzzification

Notes:
(1) Sum is not applicable if there is any zero in criteria values
(2) Logarithmic is not applicable when there are  zeros or float numbers in 
any criterion

Level 3: 
Evaluation

•Outlier detection: Line chart/ Histogram/ scatter/ Box plot

•Measures of Location: Max, Min

•Measures of scale: ANOVA / Regression analysis (P-value, Standard error, T-test,...); 
Pearson/Spearman correlation 

•Comparison metrics: Minkowski distances; Standard Deviation; Mean Ks values 
(from Spearman/ Pearson Correlation); Ranking consistency Index (RCI); Mean 
squared error
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5   Comparison of Normalization Techniques with an Illustrative 

Example for Analytical Hierarchy Process (AHP) Method  

We are going to compare the suitability of the selected normalization techniques when 

applied to a small illustrative example that is borrowed from [23] for ranking 7 parking 

sites (alternatives) with respect to a set of criteria to find the best location for parking 

place using the AHP method. This example consists of 3 criteria (C1, C2, and C3) which 

are C1=time to park, C2=distance, and C3=size of parking space; also, 7 alternatives 

(A1, A2, A3,…, and A7) are defined as sites for parking locations. The goal of this 

illustrative example is to finding the best parking place for the car, C1 and C2 are cost 

criteria (i.e. the lower values the better) and C3 is the benefic criteria (i.e. the higher 

values the better).  

In the original illustrative example [2], four pairwise comparison matrices were 

defined (three pairwise comparison matrices for each criterion and one pairwise 

comparison matrix between criteria) for AHP method and then selected normalization 

techniques were used to rank the alternatives. Vafaei et al. [2] showed that based on the 

characteristic of the Logarithmic normalization technique, using this technique for the 

related illustrative example produces zero or infinite normalized values which is not 

desirable for AHP method. So, the authors excluded the Logarithmic method and 

implemented Max, Max-Min, Sum, and Vector normalization techniques to normalized 

data. Furthermore, the authors also mentioned that “since AHP requires the columns of 

the pairwise matrices to sum up 1, the techniques: linear max, linear max-min and 

vector normalization techniques had to be re-normalized with linear sum before being 

compared.”  

In this study, we borrowed the normalized values of the decision matrix using four 

normalization techniques (Max, Max-Min, Sum, Vector) from [2] and implement the 

developed evaluation framework to assess the suitability of the chosen normalization 

techniques and recommend the most proper one for the AHP method. For more 

information about the AHP method and the normalizing process for this illustrative 

example please see [2]. Table 2 shows the global weights (re-normalized values) and 

ranking of alternatives for the smart car parking example that are borrowed from [2].  
 

Table 2: Global weight (G) and Ranking (R) of alternatives for the smart parking example. 
 

Max Max-Min Sum Vector 

 G R G R G R G R 

A1 0.1972 2 0.1925 2 0.1505 4 0.1693 2 

A2 0.0681 6 0.0634 6 0.0762 6 0.1165 6 

A3 0.1143 5 0.1161 5 0.0993 5 0.1297 5 

A4 0.2469 1 0.2658 1 0.2876 1 0.1755 1 

A5 0.0460 7 0.0291 7 0.0749 7 0.1101 7 

A6 0.1765 3 0.1869 3 0.1598 2 0.1450 4 

A7 0.1509 4 0.1462 4 0.1517 3 0.1538 3 

 

 Table 2 also shows that using different normalization techniques caused different 

global weights and different ranks for alternatives. It is not possible to select the best 

rank for the decision problem just by observing the results. So, we applied the 
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evaluation framework (Fig. 2) to assess the normalization techniques and recommend 

the most proper one for AHP method. 

The first level of the assessment framework (Fig. 2) indicates the topology of the 

input data sets. As mentioned in [2], input data in AHP are defined as pairwise 

comparison matrices using a [1-9] scale (corresponding to semantic interpretations; e.g. 

A1 is more important than A2 due to a criterion). So, considering the characteristic of 

input data sets in AHP, we skip this level and proceed to the next levels. In the second 

level, we should select normalization techniques from three categories (Linear, semi-

linear, and non-linear). We initially selected Max, Max-Min, and Sum normalization 

techniques from the linear group the Vector technique from the semi-linear group, and 

the Logarithmic one from non-linear group. However, taking into account the reasons 

mentioned above, we excluded the Logarithmic technique from selected normalization 

techniques and continued the evaluation with four normalization techniques (Max, 

Max-Min, Sum, and Vector). 

In the third level of the evaluation framework (Fig. 2), we deal with four types of 

metrics including outlier detection; measures of location; measures of scale; and 

comparison methods. Outlier detection and measure of location are applied to the input 

data set [29]. As mentioned above, the input data for the AHP method are defined as 

pairwise comparison matrices in the scale of [1-9] and detecting outliers and measuring 

location are meaningless for this method. So, we omitted all metrics which are 

applicable just by input data (such as Outlier detection, Measure of location, ANOVA, 

MSE, …) and proceed the evaluation with some other metrics that work with 

normalized values and rank of alternatives such as calculation Minkowski distances, 

Standard Deviation, Mean Ks values, and Ranking Consistency Index (RCI) from 

comparison metrics. We calculated Minkowski distances (Manhattan, Euclidean, and 

Chebyshev), as well as Standard deviation (STD) and Mean Ks values (the average of 

Pearson correlation) from Table 2 data. For more information about calculating 

Minkowski distances and Standard deviation please see [6] and for calculation of 

Pearson correlation and Mean ks value and Ranking Consistency Index (RCI) please 

see [27]. Table 3 shows the results of the above metrics using the smart park illustrative 

example with the AHP method. 

Table 3: Results of applied metrics on illustrative example for AHP method 

 Manhattan Euclidean Chebishev STD Mean Ks RCI 

Max 1.8468 0.4642 0.2010 0.0716 0.9606 18 

Max-Min 2.0783 0.5258 0.2367 0.0811 0.9564 18 

Sum 1.7155 0.4758 0.2127 0.0734 0.9029 16.3333 

Vector 0.6520 0.1638 0.0655 0.0253 0.9263 17.6667 

 

In order to sort the obtained results from different metrics, their interpretation 

regarding each metric is needed. So, based on the previous studies done by the authors 

[6], [27], and [29], their interpretations are as follow: for Minkowski distances 

(Manhattan, Euclidean, and Chebyshev), STD, Mean Ks, and RCI the higher values are 

better. For more information and the logics about this interpretation please see ([6], 

[27], and [29]). As shown in Table 3 and Table 4 each metric ranked normalization 
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techniques differently. So, still it is impossible to say that which normalization 

technique would be the best choice for the AHP method. Vafaei et al. [29] suggested to 

use plurality voting from social choice method [28] to find the best normalization 

technique. This method selects the alternative with the largest number of times that has 

the first rank/order in the decision problems. Therefore, we implemented the plurality 

voting method for each normalization technique with respect to the different metrics. 

The results are shown in Table 4.  

Table 4: Ordering of normalization techniques with respect to the metrics and using plurality 

voting 

 Manhattan Euclidean Chebishev STD Mean Ks RCI 
Plurality 

Voting 

Max 2 3 3 3 1 1 2 

Max-Min 1 1 1 1 2 1 5 

Sum 3 2 2 2 4 4 0 

Vector 4 4 4 4 3 3 0 

 

Summing up, using the plurality voting method showed that the best normalization 

technique for the AHP method is the Max-Min and the second best is the Max 

normalization technique. Comparing these results with the preliminary study conducted 

in [2] proves the robustness of the evaluation assessment and implemented metrics in 

order to help decision makers and recommend the best normalization technique for 

different MCDM methods. 

6  Conclusions 

The objective of this article was to recommend the most suitable normalization 

technique for the AHP method. The behaviour of four normalization techniques (Max, 

Max-Min, Sum, Vector) were analysed and an assessment framework was applied for 

selecting the normalization technique. To clarify the approaches, a smart car parking 

example was used. The evaluation results showed that the Max-Min is the best 

technique for the AHP method and that the Max normalization technique is the second 

best for the mentioned illustrative example. We propose the use of the suggested 

assessment framework and mentioned metrics to select adequate normalization 

techniques for the case studies (decision problems) involving ranking of alternatives as 

results may change for other case studies.     

In order to generalize our results for selecting the most suitable normalization 

technique, a simulation with multiple representative scenarios will be performed. 

Moreover, we plan to continue developing the assessment framework by adding more 

metrics to ensure the robustness of the results. Testing and validating this framework 

with several real-world case studies and adding more normalization techniques are also 

ongoing and future work. 
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