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Abstract. Due to the influence of solar irradiation, temperature and other envi-

ronmental factors, the output power of photovoltaic power generation has great 

randomness and randomness discontinuity. In this paper, a method for analyzing 

environment data related photovoltaic power generation based on ensembles of 

decision trees algorithm is studied. Firstly, the characteristics of environmental 

factors of photovoltaic power generation are analyzed by K-means clustering. 

And then the corresponding cluster label is assigned. Furthermore, the Radom 

Forests is combined to build a model. Finally, the method is validated by given 

data above from a real project. The results show that the proposed method can 

provide reference for the forecasting of photovoltaic power． 

Keywords: K-means Clustering, Ensembles of Decision Trees, Photovoltaic 

Power Generation, Environmental Data, Feature Analysis and Prediction 

1     Introduction 

With the replace old growth drivers with new ones strategy being implemented [1-

2], new energy industry has become a strategic and pioneering one in the world. Pho-

tovoltaic power generation has been developing rapidly due to its advantages in safety, 

reliability, less geographic restrictions and short construction period [3]. At present, 

photovoltaic generation related technology have matured, but the output power has 

great randomness and randomness discontinuity by the influence of solar irradiation, 

temperature and other environmental factors [4-5]. Therefore, it is difficult to integrate 

into the power grid, and which is also disadvantage to rational planning for using of 

local energy. How to applying environmental data to analysis and predict solar power 

generation will become a major energy in the future [6-7].  

The development of artificial intelligence, big data, data mining and other new gen-

eration of information technology have provided a good solution for solving the prob-

lem[8-9]. The reference [10] applied the K-means clustering to the actual operation data 

processing of a PV station in the city of Foshan, Guangdong Province, and achieved 

the operation state pattern recognition. A short-term forecasting method for photovol-
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taic（PV）power is proposed in the reference [11], which established an SVM fore-

casting model and uses leave-one-out algorithm to optimize the Kernel parameter and 

penalty parameter to achieve the forecasting of PV power.The reference [12] proposed 

a novel model called forest for photovoltaic power generation (FPPG), which is an as-

sembly predict model composed by multi regression tree and can perform better gener-

ated in power forecasting. However, photovoltaic power generation is influenced by 

environmental factors greatly, such as temperature, humidity, irradiation and so on, 

which are varies dramatically from one region to another. So how to make better those 

data and improve data quality astill a hot topic. 

In this paper, an approach which combined K-means clustering with random for-

ests, an ensemble of decision trees method, are researched and analyzed by some 

measured data from a photovoltaic power station in Shandong province. Firstly, some 

environmental data related photovoltaic power generation are analyzed. At the same 

time, measured data from a photovoltaic power station are given. And then, the algo-

rithm principle of K-means clustering and random forests are introduced briefly. 

Moreover, an algorithm which combined K-means clustering with random forests and 

its flow chart are proposed. Finally, the method is validated by given data above from 

a real project. The results show that the proposed method can provide reference for 

the forecasting of PV power． 

2.     Some environmental data related photovoltaic power 

generation 

The operating state of the photovoltaic power generation system is not only related 

to the working state of the system internal components, but also related to the changes 

of environmental parameters. There are many factors influencing the output power of 

photovoltaic system. Furthermore, these factors also have a complex relationship with 

the output power of photovoltaic power generation, especially the environmental data, 

mainly including temperature, humidity, wind speed, air pressure, irradiation and so on, 

which are the objective factors beyond human controlling but the key. Therefore, this 

method has an experimental application and a research meaning to analyze the envi-

ronmental characteristics and find out the relationship between each factor and actual 

power output for further prediction. 

In this paper, the measured data samples of a 40MW photovoltaic power station sys-

tem in Shandong province are given. The samples including the wind speed, wind di-

rection, temperature, humidity, air pressure, irradiation factor and power at the same 

sampling time. The sampling data are sampled at a 15-minute interval, 96 sampling 

points per day. A total of 7,488 samples were collected from 78 consecutive days. Part 

of the samples are shown in Fig. 1. 

Where 'SDATE' stands for date marking, 'TIME' stands for sampling time, 

'SYCG_SUMP' stands for power and 'QX000'-'QX005' stands for: wind speed, wind 

direction, temperature, humidity, air pressure and irradiation，respectively. 
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Fig. 1. Part of the samples 

The relationship between environmental factors and power are visualized by using 

line graphs. For the clarity of the data presentation, take only diurnal variation as an 

example, which are shown in Fig. 2(a)-(c). 

 

 
 

(a) The relationship between wind speed/wind direction and power  
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(b) The relationship between temperature/humidity and power 

 

 
 

(c) The relationship between air pressure /irradiation and power 

Fig. 2(a)-(c). Various environmental factors and power line chart / day 

 

From Fig.2, we can see that power output has obvious correlation with temperature, 

irradiation and humidity, but poor correlation with wind speed, wind direction and air 

pressure, which can apply to preprocessed for subsequent cluster analysis to accurately 

cluster data ranges. 
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3． The Algorithm Principle of K-means Clustering and Random 

Forests 

3.1     K-means Clustering [14] 

The goal of cluster analysis is to partition the observations into groups (“clusters”) 

so that the pairwise dissimilarities between those assigned to the same cluster tend to 

be smaller than those in different clusters. The K-means algorithm is one of the most 

popular iterative descent clustering methods. It is intended for situations in which all 

variables are of the quantitative type, and squared Euclidean distance equation (1) is 

chosen as the dissimilarity measure. 

                          (1) 

Note that weighted Euclidean distance can be used by redefining the 𝑥𝑖𝑗 values. 

The within-point scatter can be written as 

（2） 

Where 𝑥̅𝑘 = (𝑥̅1𝑘, ⋯ , 𝑥̅𝑝𝑘) is the mean vector associated with the kth cluster, 

and 𝑁𝑘 = ∑ 𝐼(𝐶(𝑖) = 𝑘)𝑁
𝑖=1 . Thus, the criterion is minimized by assigning the N ob-

servations to the K clusters in such a way that within each cluster the average dissimi-

larity of the observations from the cluster mean, as defined by the points in that clus-

ter, is minimized. 

 

3.2     Ensembles of Decision Trees-- Random Forests [13,14] 

Decision trees are a widely used models for some machine learning tasks. But a main 

drawback of decision trees is that they tend to overfit the training data. Although there 

are some measures for prevent it, such as pre-pruning and post-pruning, even with the 

use of pre-pruning, decision trees tend to overfit, and provide poor generalization per-

formance. 

 Ensembles are methods that combine multiple machine learning models to create 

more powerful models, which are one way to address this problem. Random Forests 

are the model that belong to this category. Random forests are essentially a collection 

of decision trees, where each tree is slightly different from the others. To implement 

this strategy, we need to build many decision tree. The specific algorithm is as follow 

table 1: 

Firstly, we first take what is called a bootstrap sample of our data. A bootstrap sample 

means from our n_samples data points, we repeatedly draw an example randomly with 

replacement (i.e. the same sample can be picked multiple times), n_samples times. This 

will create a dataset that is as big as the original dataset, but some data points will be 

missing from it, and some will be repeated. 

Next, a decision tree is built based on this newly created dataset. The bootstrap sam-

pling leads to each decision tree in the random forest being built on a slightly different 
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dataset. Because of the selection of features in each node, each split in each tree oper-

ates on a different subset of features. Together these two mechanisms ensure that all 

the trees in the random forests are different. 

 

Table 1． The algorithm of random forests [14] 

4.     The Algorithm Combined K-means Clustering with Random 

Forests and Engineering Testing 

4.1     The Algorithm Combined K-means Clustering with Random Forests 

In Random Forests Algorithm，critical parameter in this process is max_features. If 

we set max_features to n_features,  that means that each split can look at all features in 

the dataset, and no randomness will be injected. If we set max_features to one, that 

means that the splits have no choice at all on which feature to test, and can only search 

over different thresholds for the feature that was selected randomly[13]. So, we applied 

K-means Clustering to preprocessing the data, thus, we can obtain a cluster label for 

every sampling point. Next, we let this label as the target function to establish a random 

forest to achieve forecast. The specific algorithm flow is shown in Fig. 3. 

 

Random Forest 

1. For b = 1 to B: 
(a) Draw a bootstrap sample 𝑍∗ of size N from the training data. 

(b) Grow a random-forest tree 𝑇𝑏 to the bootstrapped data, by recursively 

repeating the following steps for each terminal node of the tree, until the minimum node 
size nmin is reached. 

i. Select m variables at random from the p variables. 

ii. Pick the best variable/split-point among the m. 
iii. Split the node into two daughter nodes. 

2. Output the ensemble of trees {T𝑏}1
𝐵. 

To make a prediction at a new point x: 

Regression: 𝑓𝑟𝑓
𝐵 (𝑥)=

1

𝐵
∑ 𝑇𝑏(𝑥)𝐵

𝑏=1  

Classification: Let 𝐶̂𝑏(𝑥)be the class prediction of the bth random-forest tree. Then Ĉ𝑟𝑓
𝐵 (𝑥) 

= majority vote {𝐶̂𝑏(𝑥)}1
𝐵 
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Fig. 3.  Algorithm flow 

4.2     Engineering Testing 

Based on Spark/Hadoop framework and python language, the data of the second part 

above are applied and analyzed. Due to limited space, only 1 day's data sampling point 

is taken as a legend and 7 days' data analysis is taken as a table example in Fig.4 and 

Table 2. It can be seen that K-means clustering has well realized self-analysis of data, 

and given cluster labels. In the last, a stable prediction accuracy is obtained. 

 

 

     
 

Fig. 4. The result of 1day's data sampling point by using K-means Clustering -Random For-

ests 
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Table 2. Forecast results for 7 days 

 

Sdate 
 

n_clus-
ters 

Accuracy on  
training set  

Accuracy on  
testing set  

17532 10 1.000 0.958 
17533 10 0.986 0.917 

17534 10 1.000 0.958 

17535 10 1.000 0.917 
17536 10 1.000 0.958 
17537 10 1.000 1.000 
17538 10 1.000 0.958 

5       Conclusions 

One method based on ensembles of decision trees is studied in this paper. By K-

means clustering, the characteristics of environmental factors of photovoltaic power 

generation are analyzed, and data related to the power output through visualization are 

found out, and simultaneously, the corresponding cluster label is assigned. After that, 

the Radom Forests is combined to build a model, and then power generation environ-

ment data and predict the power are analyzed. The results show that this method has 

stable prediction accuracy and certain reference value for the environment data analysis 

and power prediction of photovoltaic power generation. 
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