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Abstract. Over the past years, a number of new technologies have emerged with 

a potential to disrupt many spheres of the society. While public sector tradition-

ally lacks behind business in innovation, significant changes are anticipated with 

the use of disruptive technologies. The implementation of the new technologies 

for the government service provision, along with possible benefits, need to be 

well thought through and challenges need to be carefully discussed, analysed and 

evaluated. This paper uses scenario-technique to identify research and training 

needs for the implementation of disruptive technologies in government services. 

Using the input of 58 experts from three workshops, research and training needs 

for the internet of things, artificial intelligence, virtual and augmented reality, as 

well as big data technologies have been identified. The identified needs can serve 

as a starting point for a broader and more informed discussion about the 

knowledge and skills that the researchers and practitioners of digital government 

need to obtain for the broad use of such new (disruptive) technologies. 

Keywords: digital government, disruptive technologies, research needs, train-

ing needs, scenario-technique 

1 Introduction 

Digital government refers to the use of information and communication technologies 

(ICT) for the provision of public services with the aim of increased efficiency, effec-

tiveness and improved quality of services for the citizens [1, 2]. Over time, along with 

the changes in the expectations and needs of citizens and the increasing ubiquity of 

technology in societies, digital government services have also been changing. 

The changes in the way the public services are provided can be used as an evidence 

for identifying distinct stages of digital government evolution [3, 4]. The increase in 

participatory services and social media use by the public bodies parallel to the emer-

gence of Web 2.0, allowed speaking of Government 2.0 or participatory government 



[5, 6]. In a different classification of phases, Janowski [7] suggested that digital gov-

ernment evolution can be delimited into four stages based on how government is trans-

formed by the ICT. Broadly speaking, Janowski's third stage "Engagement or Elec-

tronic Governance" corresponds to the Government 2.0, characterized by increased par-

ticipation and engagement, trust building and focus on transparency and accountability 

[7]. 

Lachana et al argue that the recent changes in the technologies used and the focus of 

the use of these technologies allow identifying a new stage in digital government – 

Government 3.0 [8]. This new stage is characterized by the extensive use of disruptive 

technologies for provision of customized services and data-driven evidence-based de-

cision making [9]. The term “disruptive technology” refers to the technologies, whose 

application has potential to drastically alter the processes and operations in a particular 

field of the public sector [10]. Artificial intelligence (AI), Internet of things (IoT), nat-

ural language processing (NLP), Virtual and Augmented reality (VR, AR), big data and 

block chain are such examples of technologies [9].  

Government 3.0, as defined above, largely corresponds to the fourth stage of Jan-

owski's [7] classification: "Contextualization or Policy-Driven Electronic Govern-

ance", which emphasizes the contextualization of the digital government efforts. This 

technological and thematic shift poses ethical and research challenges [11] and creates 

new research and training needs. The current research is a part of the Gov 3.0 project 

[12] that is concerned with establishing Government 3.0 as a research domain and cre-

ating a Master curriculum addressing the needs of this new stage. The current paper 

describes the first steps of identification of these needs using the future scenario re-

search technique [13]. The identified needs will serve as a basis for the Government 3.0 

roadmap and later the Master-level education curriculum, developed during the subse-

quent work packages within the project. 

In the context of the paper, a “research need” is a gap identified by relevant stake-

holders as important and if addressed will help to resolve a specific real-world problem 

[14]. A “training need” is a gap in the existing training curricula (either formal or vo-

cational), which when addressed allows the recipients of training to manage effectively 

a specific real-world problem. A “problem” in both of the definitions refers to the im-

plementation of the disruptive technology in public service as illustrated in the scenar-

ios. 

The remainder of the paper is structured as follows. Section 2 details the methodol-

ogy used for collecting input from the experts in the workshop setting. Section 3 pro-

vides an example of a scenario used (3.1) and details the findings related to the research 

(3.2) and training (3.3) needs. Section 4 synthesises the findings and details the conclu-

sions, suggesting directions for the future research. 

2 Methodology 

The use of future scenarios is an established method for research of possible futures 

in various fields, both public and private [15, 16]. Scenarios typically describe possible 



 

future developments in a specific area [17], detailing the involvement of various stake-

holders and interplay between these stakeholders [18]. The aim of the scenario use is 

to look at the problem from different viewpoints and better understand possible future 

evolution directions [19], thus improving decision making [20]. In contrast to forecasts 

and prognoses, the goal of the scenarios is to suggest several possible developments 

with varying degree of probability, rather than identifying the most probable future.[21, 

22].  

The research is guided by the following two questions: 

1. What are the research needs regarding the implementation of disruptive tech-

nologies in digital government? 

2. What are the training needs connected to the implementation of disruptive tech-

nologies in digital government?   

In this research, we use scenario methodology as described in Ronzhyn et al. [13]. 

First, future scenarios describing the use of the disruptive technologies were developed 

by the research team. These scenarios were consequently presented to the experts at the 

workshops to elicit input about possible research and training needs for the implemen-

tation of the scenario. The workshops were organized within one or two conference 

sessions and include: a) introduction to the overall task, b) scenario introduction, c) 

group discussion of the individual scenarios led by group moderators (addressing both, 

research and training needs, and prioritising these needs), and d) summary of the work-

shop with brief discussion of the scenarios by all the participants. As a result of the 

discussion, experts provide a list of research and training needs along with the assess-

ment of how important or pressing a particular need is. The assessment is a result of the 

expert consensus within a group. For prioritisation a three-level system is used: green 

– low importance, yellow – medium importance, and red – high importance. 

Three workshops were organized to collect input from the experts in the field of 

digital government: the Roadmapping workshop at Samos Summit (Samos, Greece) in 

July 2018, the Roadmapping workshop at the EGOV-CeDEM-ePart 2018 conference 

(Krems a.d. Donau, Austria) in September 2018 and the Workshop at the NEGZ: 

Herbsttagung Conference (Berlin, Germany) in November 2018. In total seven differ-

ent scenarios were discussed (some of them at more than one workshop). Scenarios 

included possible future implementations of AI, ML, NLP, IoT, AR, VR and Block-

chain technologies as well as implementations of the broader concepts of smart city, 

gamification and co-creation of public services. Most of the scenarios involved more 

than one technology. For example, one of the scenarios described the use of 

crowdsourced sensors to monitor air quality in cities (IoT, smart city) and automated 

decision making to make sense of the collected data (ML, AI). A different scenario 

described an example of implementation of gamification of social services based on the 

AR technology. A total of 58 experts participated in workshops, among them academ-

ics, public officials, government representatives and private sector representatives. Ex-

perts involved were also rather varied geographically: the majority of participants came 

from European organizations; several participants came also from the Americas, Asia 

and Australia. The diversity among experts allowed gathering diverse and original input 

based on experts' individual backgrounds and experiences. 



62 distinct research needs, and 54 trainings needs were collected, and additional 

notes by workshop moderators were taken along the discussions and used in the analy-

sis to better understand the suggested needs. The prioritisation of the needs was done 

by the experts in the workshop, however, if a specific need was prioritized differently 

by different groups in distinct workshops, then an average prioritisation was given to 

the need. The needs have been classified into categories based on the area of concern 

(6 research and 5 training need categories, see sections 3.2 and 3.3). The classification 

was done by four researchers of the project employing an inductive method (described 

e.g. in [35]). 

3 Findings 

Below, one of the scenarios is introduced along with a poster as an example of how the 

use of a disruptive technology in public service was presented during the workshop. 

Subsequently, in 3.2 and 3.3 the results of the workshops are described together with 

the categories that emerged during analysis.  

3.1 Scenario example 

The example scenario "Intelligent citizen portals connected across Europe using chat-

bot interface for easy interaction with citizens" details a possible use of AI and machine 

learning coupled with natural language processing technology, realizing a chatbot in-

terface for better cross-border public services. Figure 2 provides a brief textual descrip-

tion of the scenario – a more detailed version was presented to the workshop partici-

pants. 

 
Relocating to another country or similar action involving two or more different countries often 

carry high administrative burden. Citizens not only have to organize many documents over a 

short period of time, but also have to consider the different regulations of their home vs. des-

tination country. In the future, the use of intelligent citizen portals with chatbot interface sim-

plifies the organisation of complicated procedures involving authorities in multiple countries.  

A citizen uses a smartphone to contact the government chatbot and requests help with the 

process. The citizen can send messages written in natural language without the need to use 

specific commands. A chatbot then processes the text using Natural Language Processing and 

AI to understand the meaning of the request and provides relevant answer. In a further future, 

a chatbot can even process the voice commands and provide answers. 

The chatbot acts as an interface connecting a citizen to the intelligent portal. The portal is 

designed in a way to interoperate with other portals and databases across Europe. If eID is 

used by the citizen, the portal application can then use it to access the relevant information 

across borders (according to the Once-Only Principle1). The application can also identify the 

missing information required for the relocation of the citizen and ask necessary questions to 

gather this information. Furthermore, the intelligent portal can automatically complete foreign 

forms and help with understanding the specific terms, providing assistance through the con-

versation with a chatbot. 

                                                           
1 https://ec.europa.eu/digital-single-market/en/european-egovernment-action-plan-2016-2020 



 

Based on the Once-only principle, AI, NLP and the intelligent citizen portal, relocating abroad 

(and other similar cross-border formalities) is no longer a complicated matter for the citizen 

and for public authorities. 

Figure 1. Short description of the "Intelligent Portals" scenario 

As described in the methodology, the scenario provides an example of possible fu-

ture implementations of disruptive technologies in public service provision. While most 

of the relevant technologies can be implemented practically even today, some parts 

depicted in the scenario are still not quite ready (for example OOP has not been fully 

implemented across European borders and interoperability between different public or-

ganization is still a challenge; even more so between public and private organizations). 

 
Figure 2. Scenario poster – "Intelligent citizen portals connected across Europe using chatbot 

interface for easy interaction with citizens" 



The poster used along with this scenario is shown on Figure 2. On the poster, the 

arrows represent the exchange of information between the actors, while the boxes show 

technological enablers that are involved at each of the steps for information processing 

(e.g., AI system) and for information exchange (e.g., encryption). Both artefacts were 

used to deliberate research and training needs with the experts in the different work-

shops. The subsequent descriptions outline the main research and training needs iden-

tified during the workshops. 

 

3.2 Research needs 

3.2.1 Standardisation and Interoperability of disruptive technologies 

Standardisation includes the needs for further research of possible standards for the 

disruptive technology implementation: standards for the use of AI for automated deci-

sion making, standardisation of collected data by IoT and the standardisation of the IoT 

devices. Common standards are especially important in IoT as different models of sen-

sors can be used as a network to provide valuable results, so the data collected by these 

sensors needs to be compatible and interoperable. 

Linked to standardisation, interoperability research needs deal with ensuring that 

different implementations of the same technology are able to effectively “talk to each 

other”. These needs are of high priority both in IoT (especially technical interoperabil-

ity of different sensors [23]) and in AI/ML research (in the intelligent portals scenario, 

where cross-border interoperability is a necessity). 

3.2.2 Analysis of stakeholders  

This category describes the engagement of stakeholders in the implementation of mod-

ern technologies as a fundamental requirement for successful implementation and use 

of these technologies. Stakeholders are those who affect or are affected by decisions or 

actions [24]. In the implementation of disruptive technologies, it is necessary to under-

stand who the stakeholders are, how to engage various stakeholders effectively and 

identify the needs of target groups to involve them adequately in the implementation 

process. Technologies like Blockchain, AI and Machine Learning have been the biggest 

research needs in stakeholder (citizen) engagement, co-creation and improvement of 

already existing solutions both in public and private sectors. Further research needs 

include the user studies comparing the use of traditional web search functions and mod-

ern solutions such as Chatbots. How far can a Chatbot based on AI and ML take over 

the functions of traditional web and how can the digital divide between different user 

groups be overcome in the future, with the use of AI-driven technologies? Another re-

search need arises as to whether citizen engagement/ co-creation and outsourcing to the 

private sector could increase the acceptance of and trust towards IoT, AI and ML sys-

tems. Similarly, it is necessary to examine existing architectures of technologies for 

their suitability in the public sector. 



 

3.2.3 Evaluation and Policy making 

The category refers to the necessity of assessment of impact and costs of the disruptive 

technologies’ implementation.  The research needs of the present category were raised 

when discussing AI (adapting legislation to the use of cross-border data) and IoT (au-

tomated policy making based on IoT data). Further research is necessary to identify the 

ways to adapt legislation for effective implementation of some technologies in public 

sector (like video monitoring regulation for AI/ML) and the implications of using AI 

for the creation of regulations and policy (e.g., exploring the dangers of bias in ML [25, 

26]).  

The proper way of using simulation and data modelling for e-government services 

is another research need. Simulation can be used for policy modelling in different set-

tings and in the design of predictive models. In both cases it may be used as a basis for 

data-driven decision making. The issues of accuracy of data and accountability need to 

be addressed when using simulation and data modelling for making decisions. 

Research needs of this category are often transdisciplinary and also very much de-

pendent on the field where the technology is to be used. For different scenarios involv-

ing IoT, research needs may include research of urban environment (when IoT are im-

plemented as a part of a Smart City imitative) or “earth/water evaluation” (when IoT 

sensors are used in agriculture).  

3.2.4 Data security and Data privacy 

Data security and data privacy are two important topics for research of the use of dis-

ruptive technologies in public sector. The willingness to allow collection, sharing and 

the use of sensitive citizen data is contingent on high trust in these technologies and 

administrations deploying them. In particular, the security and privacy of the Block-

chain technology need to be addressed in the context of public service. While imple-

mented private-sector solutions (e.g. in finance) are being used and further developed, 

the potential for the use of Blockchain in the public sector needs to be researched and 

evaluated further in the context of e-government [27] while most of the papers tend to 

focus on benefits of the technology rather than possible challenges of its implementa-

tion [28]. Privacy and security issues need to be researched in the context of storing 

sensitive personal data and allowing specific actors the access to these data [29]. 

Data privacy is a significant issue in IoT as well, especially in urban setting. In case 

studies [30], data privacy and security were found to be the main impediments on the 

strategic level for the introduction of IoT for e-government. Data accuracy is another 

issue critical for the implementation of IoT in smart cities. Research needs in data qual-

ity are connected to the standardization issues described in 3.2.1. 

3.2.5 Automated decision-making 

Due to the digitization of the public sector processes, the use of modern technologies 

and automation mechanisms is indispensable. Thus, the possibilities of using disruptive 

technologies and their possible effects must be investigated. The big data collected by 



sensors can be automatically processed and analyzed using the AI and ML technologies 

to provide real-time decisions. Such system may offer significant advantages over 

"manual" regulation and improve the quality of life in cities [31], yet it poses a number 

of challenges concerning transparency and accountability. There are also concerns re-

lated to adaptability of such systems: as different environments offer different chal-

lenges, there might be no one standard way of organizing automated decision-making 

based on the collected environment data. Further case-study research is necessary to 

see how AI and ML may be adapted on the local level [32].  

The use of autonomous agents also poses a concern related to the inclusivity and 

trust. Further research on the integration of autonomous systems in public services is 

necessary: addressing both the technological issues (design of such agents) and behav-

ioral issues (public perception of the agents).  

The challenges of implementation of VR and AR in the public sector reveal further 

research needs. In particular, the possibilities and benefits of VR and AR in connection 

with smart buildings must be examined in more detail. Also in regard to the training 

needs, further research is needed on the benefits of gamification methodology in the 

VR and AR contexts.  

3.2.6 Ethical issues 

A common research need in the discussion of the disruptive technologies is ethics and 

moral issues. By far, AI is the most ethically controversial technology. Research direc-

tions regarding AI include privacy research (surveillance, profiling), ethics of auto-

mated decision making (especially concerning sensitive decisions, e.g., in law enforce-

ment, health), issues of responsible research. The discrepancies between the real world 

and the data used for AI-based decision making was identified as a high-priority re-

search issue as decisions based on incomplete (or even biased) information may be 

unfair and problematic. One of the ethical issues raised in regard to the implementation 

of IoT is the sustainability of sensors infrastructure; if IoT sensors are used in rural 

environments, they are much more difficult to control and recycle properly. Possible 

pollution is an ethical concern that needs to be researched. An earlier study [11] showed 

that there is significant number of ethical issues connected to implementation of dis-

ruptive technologies in public service. 

3.3 Training needs 

3.3.1 Technology 

AI and Machine Learning, Blockchain and IoT are the technologies with most technical 

requirements for using and implementing them in public sector. When using AI/ML, 

field experts in multidisciplinary domains are required to have expertise in modelling 

and tools, which requires professional training. Public officials must be able to deal 

with non-standard situations in requests through digital agents and addressing multiple 

identities in the system. For the implementation of these technologies, skills on app 

development, security encryption and access rights are fundamental. For implementing 

blockchain technical training of identity providers, employers, public sector and social 



 

workers is necessary, as well as the understanding the impact of decentralized distrib-

uted system on current administrative processes. Public officials training on the use of 

specific devices are important for the use of VR/AR equipment and IoT sensors. Im-

plementing IoT also requires skills on decision system modelling, monitoring systems 

and fog computing/infrastructure. 

 

3.3.2 Management 

Management training is found to be relevant for applying AI/ML, Blockchain and IoT 

in public sector. Considering AI/ML applications, relevant aspects include the ability 

to involve citizens in the process, as well as knowledge management and business mod-

els of social work (social innovation). Training on process/change management is im-

portant for using VR/AR in government. Similarly, IoT applications require courses for 

public employees on project management, entrepreneurship, doing business and cost-

benefit analysis.  

3.3.3 New technologies in Public Management & E-Government  

Training on public management and e-government is important for applying most of 

the discussed disruptive technologies such as AI/ML, Blockchain and IoT. For govern-

ment employees using AI/ML, skills on new technical components (IT systems) and 

new legal basis are required, as well as the ability to establish a framework for cooper-

ation with private companies. For blockchain, including a basic training for public sec-

tor specialists on the technology use in government is required. When using IoT in 

government applications, training needs refer to introductory topics of e-government 

such as enterprise architecture, public administration and public sector innovation, as 

well as the emergent digital transformation domain, which refers to complete redesign-

ing of the government services to fulfil changing user needs [33]. 

In addition to the major training needs of this category, our research indicates the 

lack of soft skills mainly for the public officials and citizens regarding acceptance of 

disruptive technologies such as AI and blockchain. A "train the trainers" approach 

seems to be the most efficient one for covering this need.  

3.3.4 Data Science & Data security 

Most of the training needs concerning data science and security are connected to the 

implementation and use of the AI, ML and IoT technologies. It is worth mentioning 

that these 3 technologies have been used in different tested scenarios (except 3 and 6). 

Our results reveal lack of knowledge on data analysis and artificial intelligence tools, 

the ways of achieving data trust and security including accuracy of the IoT devices and 

user input for the target groups of civil servants, professionals and citizens. Legal issues 

training is identified as a very important training need for all target groups including 

researchers, especially concerning the blockchain and AI technologies. 



3.3.5 Responsibility & Sustainability  

The last category of the identified training needs has to do with responsible research 

and sustainability of the applied solutions. Again, in regard to AI, a need to train the 

researchers in ethics was identified, specifically concerning the ethical solutions to the 

problems of automated decision-making. For public servants, the focus is on the man-

agerial training needs: sustainability assessment of the applied solutions (IoT) in the 

public sector understanding what technology should be applied and if this technology 

is covering the current needs. 

4 Discussion and Conclusions 

The number and diversity of identified research needs is rather high, reflecting the nov-

elty of application of the disruptive technologies for public service provisioning. First, 

researchers need to carefully examine the necessity for the implementation of services 

based on these technologies: evaluate the advantages (or disadvantages), which the new 

technology will bring in the specific cases. Then, there are research needs regarding the 

effective and ethical use of the data collected and its use for decision making. The crit-

ical issues of privacy and security have to be addressed to ensure the responsible im-

plementation of such services and their acceptance by the public. Finally, as many pub-

lic services are not limited to one country, research and development of standards is 

important to ensure interoperability of services.  

Many of the research needs discussed in this paper have already been mentioned by 

the researchers of the specific technologies: for IoT in public services, interoperability 

and standardisation are seen as a major issues [34], in the AI research, ethics has been 

a steady concern [35] and privacy is a huge pressing issue in ICT generally [36] and 

with the implementation of the once-only principle. The research needs highlighted in 

the context of disruptive technologies in public service shall stimulate the discussion 

and help to further advance the digital government research and practice. 

The analysis of training needs reveals two types of training that are needed. For the 

academics and professionals who are going to implement the new services, training in 

the technology is necessary: both general training regarding data security, privacy and 

sustainability, and specific training on particular technologies. At the same time, for 

public officials, soft and managerial skills training is particularly important for ensuring 

citizen trust towards the disruptive technologies. Services based on these technologies 

are significantly different from the ones of the current generation and acceptance of the 

new services by the public is a critical issue. In this regard, training the trainers (public 

officials, administrators) is the critical need so that stakeholders are able to use the new 

technologies and explain the benefits and functionality to the public. 

Involving experts in the discussion of the new technologies in public services is very 

important. The chosen scenario-based technique has shown good results in stimulating 

the discussion and gathering diverse insights on disruptive technologies in digital gov-

ernment. Still, the workshop-based scenario approach has some limitations that need to 

be acknowledged: First, the competence area of an expert has an effect on the type of 



 

suggested needs. Experts from public service tend to view problems from the perspec-

tive of a government employee, while people with background in informatics are more 

interested in issues connected to the technical realisation and data. This means that if a 

particular discussion group at the workshop lacked experts from the scenario’s field, 

the importance of some of the research and training needs was conceivably underesti-

mated. Policy makers (largely absent from the workshops) could provide a unique van-

tage point and new useful needs. The second limitation of the approach is that it does 

not produce ‘ready’ research and training needs, and the experts need to be involved 

after the workshops, at the stage of analysis, to refine the participants’ contributions 

and draw useful conclusions. 

As stated in the Introduction, this paper does not aim to provide an exhaustive list of 

research and trainings needs. Instead, the goal is to specify a starting point for a broader 

discussion of the necessity to address some issues that arise as the result of implemen-

tation of disruptive technologies in digital government. An example of such an issue to 

be addressed is the negative consequences of the disruptive technologies, which can be 

the topic of the future research. 

The research within the project will continue to further develop the findings de-

scribed in this paper and to produce useful recommendations regarding the implemen-

tation of disruptive technologies in public service. The insight gained through the sce-

nario-based workshops and described in this paper will be used further within the Gov 

3.0 project [37]. First, in the elaboration of the Government 3.0 research roadmap and, 

secondly, for the development of the joint Master curriculum, addressing the identified 

training needs. 
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