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Abstract. Over the next years, the number of autonomous vehicles is expected 

to increase. This new paradigm will change the role of the driver inside the car, 

and so, for safety purposes, the continuous monitoring of the driver/passengers 

becomes essential. This monitoring can be achieved by detecting the human body 

pose inside the car to understand the driver/passenger’s activity. In this paper, a 

method to accurately detect the human body pose on depth images acquired 

inside a car with a time-of-flight camera is proposed. The method consists in a 

deep learning strategy where the architecture of the convolutional neural network 

used is composed by three branches: the first branch is used to estimate the 

confidence maps for each joint position, the second one to associate different 

body parts, and the third branch to detect the presence of each joint in the image. 

The proposed framework was trained and tested in 8820 and 1650 depth images, 

respectively. The method showed to be accurate, achieving an average distance 

error between the detected joints and the ground truth of 7.6 pixels and an average 

accuracy, precision, and recall of 95.6%, 96.0%, and 97.8% respectively. Overall, 

these results demonstrate the robustness of the method and its potential for in-car 

body pose monitoring purposes. 
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1 Introduction 

In recent years, the concept of autonomous driving vehicles is emerging owing to an 

increment on the development of advanced driver-assistance systems [1]. In fact, it is 

expected that fully automated driving will be the next goal for the automobile industry, 

which will extinguish the role of the driver. Thus, without the necessity of driving the 

car, the passengers can spend their time doing other types of activities [2]. In this sense, 

the need for monitoring all occupants in the car becomes crucial to analyze the 

passengers’ behavior and, therefore, to ensure their safety. 

There are different types of visual sensors that can be used for monitoring purposes, 

including monitoring persons through the detection of their pose. The most common 

sensor consists of RGB cameras that allow to retrieve visual information of the interior 
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of the car and its occupants. However, these sensors only produce 2D images which 

hampers the interpretation of the human activity that is enrolled in the 3D world and is 

susceptible to brightness variations [3]. A depth sensor, which is robust to light 

variations, can be used to solve this problem, as it also provides information about the 

distance between an object and the camera, giving a 3D information about the scene. 

However, they not give textural information, which is useful to detect different parts of 

the body. Recently, several works have focused on the integration of RGB and Depth 

sensors (RGB-D), which allow merging the advantages of both sensors [4], which could 

potentially increase the robustness of human pose detection. However, these sensors 

are more expensive in comparison with RGB and depth sensors. 

To detect the human body pose in images acquired with camera sensors and, thus, 

the activity of the car’s occupants, a robust method for human body pose estimation is 

needed. Specifically for the in-car environment, few strategies were previously 

proposed. Indeed, the images acquired inside a car have  several occlusions, making 

some joints undetectable. This problem hampers the direct usage of traditional human 

pose estimation algorithms and makes this task more challenging than open space pose 

estimation scenes. The focus of the present work was to develop a method for human 

body pose estimation in depth images acquired inside a car. For it, a state-of-the-art 

method developed for open space human pose estimation in RGB images, Part Affinity 

Fields (PAF), was extended for an accurate and robust detection of human body pose 

inside a car using depth images [5]. The main requirements of the method were its 

accuracy in detecting the pose along with its robustness to deal with large variability 

between different people (i.e. regarding body shape or size). Moreover, to deal with 

fast human movements, it was also important to guarantee the real-time capability of 

the pose detection. Overall, the current work introduces three main contributions: (1) 

extension of the PAF method for the detection of the presence/absence of a specific 

joint in the image; (2) a data augmentation strategy for depth datasets; and (3) a dataset 

for human body pose detection inside a car with depth images. 

The rest of the paper is organized as follows. In section 2, the relationship of the 

present work with industrial and services systems is presented. In section 3, the state-

of-the-art for human body pose estimation is detailed. The proposed framework for the 

human body pose estimation is described in section 4. In section 5, some 

implementation details related to the proposed method are outlined, being the results 

presented in section 6. In section 7, the method’s performance is discussed, with the 

main conclusions of this paper presented in section 8. 

2 Relationship to Industrial and Service Systems 

With the progress in technology, it is expected that autonomous cars will become part 

of our life, and so, this new paradigm has high influence in industrial and service 

systems. In fact, partial and fully autonomous driving can bring social-economic 

advantages [6]. One of the advantages will be an improvement in road safety, since 

most of current accidents is caused by errors committed by the driver. Moreover, it is 

also expected that the traffic flow and the mobility could be improved in the 

autonomous driving scenario. Another advantage of these systems is related to the 
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increase of the driver’s comfort, which by not being focused on driving will have time 

to do other types of tasks [7]. However, this technological evolution not only concerns 

personal aspects but also affects public services. In fact, it is expected that shared 

autonomous vehicles (SAV) will be the next revolution in public transportation. 

Similarly to personal autonomous vehicles, the SAV also brings several advantages, 

such as the improvement of passengers’ mobility in an easy and economical way [8]. 

Despite all the above mentioned advantages in autonomous driving, removing the 

responsibility of the driver/passengers in the driving activity may not be straightforward 

as it may seem. Indeed, the safety of both car’s occupants and vehicle must always be 

ensured. Regarding personal vehicles, the driver should have the capability to take 

control of the car when the autonomous driving option is not safe. Concerning the 

SAVs, the monitoring of the car environment is crucial to maintain the integrity of the 

vehicle and to ensure the safety of all passengers. This is intrinsically related to the 

concept of resilient systems, where a system has the capability to recover from 

perturbations that may affect its normal functioning, allowing the reduction of the 

vulnerability of the system. A higher capability of maintaining a good performance of 

the autonomous vehicles can be achieved by monitoring the occupants of the car, being 

the proposed method of high interest for industrial and services systems.   

3 Related Work 

To recognize human body pose in images acquired by camera sensors, and, therefore, 

the activity of the car’s occupants, a robust method for human body pose estimation is 

required. There are two main classes of algorithms for human body pose detection: 

generative approaches and discriminative approaches. Generative approaches are 

designed to fit and deform a model to match the image and detect the pose [9]–[12]. 

Discriminative approaches are designed to learn a mapping from image features to a 

body pose, using only the information of the image [13]–[17]. Regarding generative 

ones, the main advantage is the robustness, once these methods fit one or more previous 

models to the image, allowing to introduce shape prior information to the method. 

However, this class of methods uses error minimization functions, being susceptible to 

be trapped in local minima and requiring high computational cost. In opposition, 

discriminative methods are fast during inference, allowing to more easily achieve real-

time detection. Moreover, these methods are capable to deal with large body shape 

variations. However, they are inherently limited by the amount and quality of the 

training data. Nevertheless, discriminative approaches, namely deep learning strategies, 

have shown to be more robust and accurate for human body pose detection than other 

type of algorithms [18]–[20]. 

Owing to the success of discriminative approaches for human body pose estimation, 

several methods have been developed using these type of strategies, specifically deep 

learning methods. In [21], a graphical model for human pose estimation was used where 

convolutional neural networks (CNN) were used to learn the different body parts and 

their spatial relationships (represented by a mixture model over several possible 

relations). In [22], the graphic model for the human body pose was obtained using the 

Markov Random Fields approach. Despite its accuracy in human body pose estimation, 
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the previous methods rely on graphic models which can fail to model complex human 

poses. To overcome this issue, in [23], a dual source CNN was used to detect both full 

body and local body parts to achieve the final body pose estimation. In [24], another 

method for human pose estimation using CNNs was proposed. In this method, a 

detection followed by a regression cascade strategy was used, where in a first stage 

heatmaps are inferred to detect the human body parts and then a regression of these 

heatmaps is performed to learn body relationships. In this work, heatmaps are 

confidence maps that represent the belief that a particular body part occurs at each pixel 

of the image. In [5], this heatmaps concept was also used, where a network with two 

branches was designed to learn both part locations (heatmaps learning) and their 

associations (Part Affinity Fields - PAF). In this sense, instead of using regression of 

the heatmaps to learn body relations, the association of the different body parts are 

simultaneous learned with the heatmap inference.  

Although several methods have been proposed for human body pose detection, these 

methods were applied mostly for pose estimation in open spaces, with the in-car 

scenario having received little attention in the research world [9], [25], [26]. 

4 Methods 

The main goal of the proposed method was to accurately detect the human body pose 

of passengers inside a car in depth images. Fig. 1 presents an overview of the proposed 

method, which is based on the deep learning-based body pose estimation method 

presented in [5]. The proposed method uses as input a depth image of the driver 

acquired from a time-of-flight camera (Fig. 1A) and as output the location of each joint 

of the different human body parts (Fig. 1D). To obtain the joint positions, a CNN is 

used to simultaneous predict a set of heatmaps (one for each body part joint, Fig. 1B) 

and a set of part affinity field vectors that represent the association between the different 

parts (Fig. 1C). Since the in-car environment produces occlusions of some body parts 

and the Field-of-View (FoV) of commercial depth sensors may not be enough to 

visualize all joints once the driver stands near the camera, some joints may not be 

detectable in the images. Thus, the proposed network also predicts if a joint is presented 

in the image or not (henceforward called as label detection branch), which may boost 

the method’s robustness.  

In Fig. 2, the architecture used for the convolutional neural network is presented. As 

shown in the figure, the first part of the convolutional network consists in the first ten 

layers of the VGG-19 [27], which are used to perform a first analysis of the image, 

generating a set of feature maps 𝑭. Next, the network is split in three branches for the 

simultaneous learning of the heat maps, the part affinity fields, and the label detection. 

 
Fig. 1. Overview of the proposed method. (A) Input depth image; (B) Heat map (output of first 

branch) for the head joint; (B) Part affinity fields (output of second branch) for the association 

between head and neck joints; (D) final human body pose estimation 
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Fig. 2 Architecture of the convolutional network used in the proposed method. The coral branch 

concerns the learning of the heat maps for body parts’ detection and the blue branch concerns the 

part affinity fields for body part associations. Finally, the green branch is related to the label 

detection for joint categorization. Adapted from [5]. 

4.1 Heat Maps for Body Parts’ Detection 

One of the branches of the convolutional network is used to predict confidence maps 

of each human body part (coral branch showed in Fig. 2). As previously stated, a 

confidence map represents the belief that a body joint occurs in a given image pixel, 

being assigned to each pixel a probability of being a body joint. In this sense, a 

confidence map can be seen as a 2D gaussian-like function, where the maximum of the 

gaussian map represents the ideal joint position.  

To train the method to predict heat maps, a loss function 𝑓ℎ𝑒𝑎𝑡  was applied in the end 

of this branch to calculate the difference between predictions and ground truth. In this 

case, the ground truth for the confidence maps was generated using a manual labeling 

of the joint positions and constructing a gaussian map around the joint locations. The 

loss function for this branch is given by: 

𝑓1 =  ∑ ||𝑆𝑗 − 𝑆𝑗
∗||

𝐽

𝑗=1

, (1) 

where 𝐽 represents the number of joints, and 𝑆𝑗 and 𝑆𝑗
∗ are the prediction and ground 

truth maps for part 𝑗, respectively. 

In the test phase, the joint position for each body part is given by the maximum of 

the respective confidence map, i.e. its peak, after a non-maximum suppression. 



170 H. R. Torres et al. 

4.2 Part Affinity Fields for Body Part Association 

To increase the accuracy of the body part detection, a second branch that measures the 

association between each pair of body parts was added to the convolutional network 

(blue branch in Fig. 2). This association is given by part affinity fields, which consists 

in a vector field between two body joints that encodes the direction between one body 

joint to another (see Fig. 1). To better understand how the part affinity fields are 

generated, the reader is kindly directed to [5]. 

The loss function associated to this branch is given by: 

𝑓2 =  ∑ ||𝑃𝑐 − 𝑃𝑐
∗||

𝐶

𝑐=1

, (2) 

where 𝐶 represents the number of connections between the different body parts, 𝑃𝑐  is 

the prediction of a part affinity field and 𝑃𝑐
∗ is the ground truth for the association.  

Besides refining the inference of the confidence maps during training, owing to the 

backpropagation scheme used during it, the part affinity fields are useful when there is 

more than one person in the image. Indeed, in this scenario, a confidence map by itself 

may not be enough for an accurate detection because several peaks for the same joint 

may be detected (one for each person in the image). In this sense, the association 

between body parts are crucial to understand which joints belong to the same person. 

However, in this work, and given the FoV of the camera used, we only focused in the 

detection of one person, and therefore, we only used the part affinity fields to refine the 

heat map prediction.  

4.3 Label Detection for Joint Categorization 

Owing to the limited size of an in-car environment and to the reduced FoV of the 

cameras used for monitoring in this environment, there is a higher probability of certain 

body joints being outside of the image, specially the extremity limbs (e.g. the driver 

can have its arm outside of the lateral window and the associated joint is therefore not 

present in the image). It is thus important to understand if the joint is present or not in 

the image to increase the accuracy of the human body pose estimation. To deal with 

this problem, we added a third branch to our network. This third branch allow us to 

categorize the joint with a different label according to its existence in the image, i.e. the 

joint has the label 0 if it is outside of the image and label 1 if it is inside.  

This label detection was achieved by using a set of fully-connected layers to learn 

non-linear combinations of the features 𝐹𝐿 extracted by the convolutional layers (green 

branch in Fig. 2). Afterwards, a softmax layer was used to assign a probability for the 

label detection, by taking the output of the fully-connected layers and transforming it 

into a vector with two prediction scores (one for each class 𝑖: presented in the image or 

not). Each prediction score is given by: 

𝑝𝑖,𝑗 =
𝑒𝑎𝑖,𝑗

∑ 𝑒𝑎𝑘,𝑗𝐾
𝑘=1

 , 𝑖 = 1, … , 𝐾 (3) 
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where 𝑎𝑖   represents the output of the last fully-connected layer for class i, 𝐾 

corresponds to the number of classes (in this case 𝐾 = 2), and J represents the number 

of joints. Please note that the sum of the probabilities is equal to 1 and, therefore, the 

joint’s presence label is given by selecting the class with higher score. The loss function 

for this branch is given by equation (4), where 𝑡𝑘 is the ground truth for the probability 

of each class (0 or 1). 

𝑓3 = ∑ −
1

𝐾
∑ log(𝑝𝑘 , 𝑡𝑘)

𝐾

𝑘=1

𝐽

𝑗=1

. (4) 

At test time, the prediction of this third branch is used to verify which heat maps 

predicted in the first branch should be evaluated. If the label detection branch predicts 

that the joint is not present in the image, it is considered not detected and the respective 

heap map is not evaluated. Otherwise, it is assumed that the joint is presented in the 

image and its position is given by the maximum of the respective heat map, as stated in 

section 4.1. 

The final human body pose estimation is obtained by combining the output of the 

three branches. Thus, the overall objective function is given by summing the loss of 

each branch: 

𝑓 =  𝑓1 + 𝑓2 + 𝑓3. (5) 

5 Experiments 

5.1 Dataset Creation 

Due to the inexistence of public datasets of depth images in an in-car scenario, it was 

needed to create our own dataset. Owing to the deep learning nature of the method, a 

massive amount of data is needed as training data, and therefore, it was needed to create 

a large dataset. Moreover, besides the high number of training images, the training 

dataset must also be variable enough to include the large number of actions possible in 

this scenario. In fact, the accuracy of the method is very dependent of the quality of the 

dataset. In this sense, we constructed our dataset by acquiring depth images using a 

time-of-flight camera placed near the windshield in front of the driver. For the 

construction of the dataset, ten different cars were used to achieve the desired variability 

in terms of image background. For each one of the ten cars, five subjects acted as driver, 

performing different actions inside a car (e.g. driving, putting the seat belt, picking up 

the phone, and others) to give the robustness needed for the dataset. The combination 

of the different cars and different drivers allowed to construct a dataset with 12200 

depth images. The dataset was then divided in training, validation, and testing set with 

8820, 1730, and 1650 images each, respectively. In this work, the training dataset was 

used to train the method, the validation set was used to test the progress of the 

performance of the method during training, and the testing set was used for the final 
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validation of the proposed method. Note that the cars in each set of images differ from 

each other to achieve an unbiased evaluation. 

Concerning the ground truth for the different body parts, it was constructed by 

manual labelling of the joint positions. Fourteen joints were used, namely: head (H), 

neck (N), right/left shoulder (RS/LS), right/left elbow (RE/LE), right/left wrist 

(RW/LW), chest (C), pelvis (P), and right/left hip (RH/LH). Note that the performance 

of the method was only evaluated for these upper body joints once the lower body parts 

are naturally occluded when simulating a driving position. Moreover, the joint 

categorization (present or not) was also manually defined per image. 

5.2 Data Augmentation 

As above-mentioned, the ground-truth for the training dataset was obtained manually, 

which could represent a limitation in respect to the number of training images once 

manual labelling is a tedious and time-consuming task. In this sense, besides the real 

dataset constructed, and as common in deep learning strategies, a data augmentation 

layer was implemented, allowing to generate more training images that the ones 

initially labelled. Moreover, this data augmentation strategy allowed to increase the 

variability of the training dataset. Traditionally, data augmentation strategies rely on 

image flip, rotation, and scaling. Although it is an effective way of increasing image 

variability during training, such strategies do not modify the intensity information of 

the image. Although such feature is not so problematic for RGB images, it can for depth 

ones, as changing the intensity of these images can be a useful way to simulate different 

camera positions in the world (i.e. the distance between the camera and objects). In this 

work, the implemented data augmentation layer can simulate these changes in terms of 

camera’s position, allowing to create images where the objects (i.e., the driver) are 

closer or farther from the camera than they were in fact. 

The first step of our data augmentation approach is to convert the 2D depth image in 

a 3D point-cloud, using the extrinsic parameters of the camera. Upon obtaining the 3D 

camera coordinates, all points can be transformed by applying a given translation, 

moving the 3D point cloud in any direction and in any axis. The final step consists in 

using the intrinsic camera parameters to transform the translated point-cloud into a new 

2D depth image. In Fig. 3, it is possible to visualize two examples of the result of our 

data augmentation strategy: one simulates the camera closer to the driver (Fig. 3B) and 

the other simulates the camera located farther from the driver (Fig. 3C). 

 

Fig. 3 Data augmentation strategy. (A) Original depth image; (B) Augmented image that 

simulates the positioning of the camera closer to the driver; (C) Augmented image that simulates 

the camera being located farther from the driver 
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5.3 Implementation Details 

In the implementation of any deep learning method, the definition and optimization of 

certain training parameters for each specific problem are fundamental and can have a 

significant importance in the final accuracy of the method. In this work, experiments 

were carried out to get the optimal settings for these parameters. Concerning the 

learning rate and the momentum, these parameters were experimentally set to 0.0004 

and 0.9, respectively. For the model optimization, the Adam solver was used with a 

regularization term of 0.01. For the batch size, 10 images were used. Note that these 

parameters were chosen by evaluating the method in the validation dataset. 

6 Results 

One important task to correctly implement a deep learning strategy is to evaluate the 

progress of the training in the validation dataset. Besides being useful to conduct 

experiments related with the best parameters to be used in the deep learning strategy, 

the validation dataset is also needed to avoid problems like overfitting to the training 

data, which may cause failure of the method when applied in a different set of images. 

In this sense, evaluating the method’s performance during training in the validation 

dataset allow us to detect when the training converges, avoiding overfitting problems. 

Figure 4 presents an example graph showing the progression of the loss during training 

in both training and validation datasets. 

To evaluate the performance of the proposed method in the testing set, different 

evaluation metrics were used. The first metric consists in the distance (𝐷) between the 

detected joint and the ground truth in pixels. Moreover, the method’s accuracy (𝐴𝑐, 

percentage of correctly detected joints), the precision (𝑃𝑟, fraction of correctly detected 

joints among all the correctly or wrongly detected joints) and the recall (𝑅𝑒, fraction of 

correctly detected joints among all the correctly detected joints and the wrongly non-

detected joints) were also evaluated, being defined by equations (6) to (8). 

𝐴𝑐 =  
𝑇𝑃 + 𝑇𝑁

𝑁
× 100 (6) 

𝑃𝑟 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃

× 100 (7) 

𝑅𝑒 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁

× 100 (8) 

where 𝑇𝑃, 𝑇𝑁, 𝐹𝑃, and 𝐹𝑁 correspond to the true positives, true negatives, false positives, 

and false negatives, respectively, and 𝑁 is the total number of testing images. 

Table 1 summarizes the method’s performance for each joint on the testing dataset. 

The presented values for the distance metric correspond to the median of the distance 

errors obtained. Note that the information if a joint is correctly detected or not used in 

the estimation of the accuracy, precision, and recall is given by the third branch of the 

proposed network. Moreover, the results showed in the table were obtained using the 
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model obtained in the ideal epoch for early training stopping, which were estimated 

using Fig. 4. In Fig. 5, the boxplots for the distance metric are presented to analyze the 

detection performance distribution in terms of percentiles and outlier points. Fig. 6 

presents the evolution of the accuracy, precision, and recall for different distance 

thresholds (i.e. not using the information provided by the label categorization). In this 

case, a joint was considered correctly detected only if its distance error is bellow a given 

threshold. Finally, in Fig. 7, some example results of the proposed strategy for human 

body pose estimation are presented. 

 

Fig. 4- Method’s performance (loss in function of epochs) during training in the training (green 

line) and validation (red line) datasets. 

Table 1- Method’s performance in the testing dataset, assessed in terms of distance error (𝐷, 

pixels), accuracy (𝐴𝑐, %), precision (𝑃𝑟, %), and recall (𝑅𝑒, %). 
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Fig. 5- Boxplots for the distance errors obtained by the proposed method per joint. The ends of 

the whiskers represent the 10th and 90th percentiles and the crosses represent the mean values. 
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Fig. 6 Variation of accuracy (green line), precision (red line), and recall (blue line) for different 

distance thresholds in pixels.  

 

Fig. 7 Qualitative results of the proposed human body detection method. The first row presents 

examples of good results. In the second row, some examples where the pose estimation failed for 

a few joints are illustrated, with the ground truth pose shown in dashed lines 

7 Discussion 

This paper proposed a method for human body pose estimation in an in-car scenario. 

As stated, an important study to be performed during the implementation of a deep 

learning strategy concerns the evolution of the training. For that, its performance during 

training must be evaluated both in the training and validation datasets. Analyzing Fig. 

4, it is possible to visualize that the ideal timing for stopping the training would be 

approximately around the 60th epoch. After this point of the training, the graph suggests 

that the model may start suffering from overfit to the training dataset, resulting in a very 

good performance for the images presented in this dataset but a lower or equal 

performance in the validation dataset.  

After analyzing the ideal epoch for early stopping, the model obtained in this epoch 

was used for the final validation of the method in the testing set. Analyzing Table 1 it 

is possible to verify the good performance of the human body pose detection method, 

with a mean distance error for all joints of 7.6 pixels. Moreover, high values for the 

accuracy, precision, and recall were obtained, showing the method’s robustness. The 
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worst results were obtained for the wrist joints. This can be explained by the fact that 

these joints are frequently near the image’s limits, which can lead to a lower accuracy 

of the deep learning strategy. Moreover, owing to the proximity of the camera to the 

driver, these joints are not always present in the camera’ field-of-view, which hampers 

the training process for these joints. This less accurate detection for these extremity 

joints can also be visualized in Fig. 5, where it is possible to verify the larger mean and 

interquartile range for these joints. Nevertheless, Fig. 5 corroborates the overall good 

performance of the method, with narrow boxplots being obtained for the majority of 

the joints. In Fig. 6, it is shown that the accuracy, precision, and recall are improved 

with the increase of the threshold for the distance, as expected. Analyzing this graph, 

one can verify that for a threshold distance of 15 pixels, these evaluation metrics present 

acceptable values.  

Concerning the computational time required by the method, the proposed human 

body pose detection methods takes approximately 80 milliseconds per image, which 

gives a performance of 12 frames per second, which proves the nearly real-time 

capability of the method. Note that this runtime analysis was performed using a laptop 

with a NVIDIA GeForce GTX-1060 GPU.  

One important aspect to take into account in the proposed method is its application 

in a real setup. In fact, to achieve a real-time estimation of the human body pose inside 

a car, a high computational power is needed, which can be a limitation for an in-car 

scenario. However, the constant growth in computation capability of the technology 

will allow the application of the proposed method in a real scenario. Another aspect to 

take into account is that the application of software in autonomous cars should follow 

some existing standards to ensure its applicability in a real scenario. Nevertheless, all 

these issues will be address in the future. 

8 Conclusions and Future Work 

This paper presented a framework to detect the human body pose in depth images 

acquired inside a car. This method consists in a deep learning strategy where a new 

convolutional network configuration with three branches was used for simultaneous 

learning of confidence maps for each joint position, body parts’ associations, and joint 

categorization (regarding its existence in the image). The proposed framework was 

validated in 1650 depth images, achieving an average distance error of 7.6 pixels and 

an average accuracy, precision, and recall of 95.6%, 96.0%, and 97.8% respectively. 

Overall, the proposed human body pose estimation method proved to be successful and 

accurate to detect the driver’s pose, while showing a nearly real-time performance. 

In future work, we intend to expand the human body pose estimation to more than 

one person, allowing to monitor not only the driver but all the car’ occupants. In 

addition, we also intend to modify the method to exploit the 3D information provided 

by the depth image to infer the 3D joint position.  
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