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Abstract. Network monitoring produces high volume of data that must
be analyzed ideally in near real-time to support network security oper-
ations. It is possible to process the data using Big Data frameworks,
however, such approach requires adaptation or complete redesign of pro-
cessing tools to get the same results. This paper elaborates on a par-
allel processing based on splitting a stream of flow records. The goal
is to create subsets of traffic that contain enough information for par-
allel anomaly detection. The paper describes a methodology based on
so called witnesses that helps to scale up without any need to modify
existing algorithms.

1 Introduction

Common architecture of monitoring large networks contains multiple observation
points measured by monitoring probes and a central collector with captured data.
This approach creates a global view of the network traffic. In addition, it allows
for analysis and detection of global events that are less visible from a local view.

This approach works well on small networks, however, since the network
traffic grows, processing all data on one place reaches limits of resources such as
memory capacity. In addition, various network events produce data that reach
maximal performance of a single machine. Altogether, network monitoring be-
comes a Big Data processing and some scalable approach must be considered.

As it is described later in Sec. 2, Big Data principles are being studied for last
years. However, a general methodology of splitting network data into subsets is
missing. The aim of this work is to describe a principle how to split data with
respect to internal relations and used processing algorithms in order to analyze
balanced data subsets while the needed information still remains together.

The goal is to allow processing huge amounts of flow data using analysis
tools that are not designed for a distributed environment. A correct selection of
data subsets can improve current mechanisms of data distribution or sampling
without loosing information needed by detection algorithms.

2 Related Work

MapReduce was used for network data processing e.g. in [6,7], however, the
authors used a distributed database or a distributed filesystem to store data



files. Paper [4] analyzes IP, TCP and HTTP traffic stored in offline files using
Hadoop and MapReduce. Paper [1] analyzes campus network using several types
of MapReduce jobs (e.g. measuring volume of traffic per subnet).

Authors of [5] try to use Apache Spark framework with Netmap to extract
traffic features for a packet-based detection of different types of DDoS attacks
in real-time. The detection uses machine learning methods. The authors rely on
a distributed storage and an abstraction of objects called Resilient Distributed
Dataset, however, no efficient data splitting is discussed. The paper notes that
usage of sampled data produces many false-positives.

Semantic relations in data and possible negative effects of splitting data were
mentioned in [3]. The authors present experiments with Hashdoop, an improved
Hadoop, that splits data using CRC hashes of src and dst IPs. The authors chose
a simple packet counting and ASTUTE algorithm for parallel processing. The
splitting based just on IP addresses is a single case in our methodology.

3 Proposed approach

The main requirement is to identify which parts of data must stay together to
preserve data relations and which parts can be split into subsets.

A detection algorithm can be described as a function with data about
network traffic as its input and alerts (detected events) as its output. Generally,
the input data is a mixture of benign and malicious traffic. The goal of a detec-
tion algorithm is to identify the malicious traffic and to generate an alert that
describes the detected event. The algorithm is successful if it observes at least
a minimal subset of malicious traffic which triggers the alert. Lets call the
instance of a minimal subset a witness. If a witness gets divided, the malicious
traffic is not detectable with the same detection algorithm anymore because
there is not enough information for decision. As a result, data can be divided
for parallel processing in any way that does not break witnesses.

In practice, there are many different detection algorithms processing the same
data to detect various types of malicious traffic. As a result, multiple different
witnesses must be preserved at the same time which complicates data splitting.

Data can contain many witnesses that identify the same malicious traffic,
while any of them is sufficient for a successful detection. In order to design a
data splitter a particular type of witness should be characterized. This kind of
characterization describes what data an algorithm analyzes, how the malicious
traffic looks like and what is the configuration of an algorithm.

4 Evaluation

To evaluate the witness-based splitting, we analyze data distribution among
computation nodes and overall detection results. We need to compare results of
a single instance and results of a distributed environment. As the distributed
processing generates some alerts multiple times a deduplication based on times-
tamps, type of events and other information contained in the alerts is necessary.



For the evaluation, we use a NEMEA framework [2] which can be easily run
in a single instance as well as in a distributed configuration. There are several
detection modules in NEMEA and some of them were presented in our previous
work. However, the presented principle can be used with any system that allows
to modify an algorithm of data splitting.

The first experiments with splitting flow data with respect to potential wit-
ness showed that it is possible to distribute flow data almost uniformly and there
is no significant difference between detection results of a single instance and the
distributed environment. The measured difference was about 1 % which is caused
by inaccurate timing of stream-wise real-time analysis during our experiments.

5 Conclusion

This paper addressed a network traffic analysis in a distributed environment.
There are many papers focusing on existing Big Data frameworks but, to our best
knowledge, a general methodology of splitting a stream of flow data is missing.
This research aims to describe data relations that must be preserved for the
parallel analysis. The data relations, types of malicious traffic and used detection
algorithms with their parameters define so called witnesses. Since this research
is rather a work-in-progress, we have some preliminary results. However, the
experiments with real data show that respecting witnesses allow for distributed
processing without significant impact on detection results.

As a future work, we are going to explore the principle of witnesses in more
detail. Moreover, based on witnesses, an algorithm of real-time reconfiguration
of the splitter to scale up the distributed system would be useful.
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