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Abstract. Data centers are growing due to the increasing demand of riew an
growing IT services. Following these trends, the electrical power consimpti
in data centers becomassignificant value. In parallel, an increasing share of
renewable and volatile power sources needs to be handled in pawerkse
due to the energy transition in Germany. To compensate the voktigeibr of
renewables, appropriate actions are needed.

To take advantage of these issues, we present our approachpttithadzata
center’s power consumption. In our previous work, we pointed out the effects
of applying different virtual machine allocation to data centadsta effect the
server’s power consumption. According to this approach, a controllable amount
of power can be a valuable contribution to smart grid networkeédp power
networks stable. In this paper, we propose our approach basing en\seny
alization technologyo adapt the data center’s power consumption up to 50%.
The approach is suitable in infrastructure as a senae&j(environments.

Keywords: Smart Grid, Data center, Server virtualization, VM placemem, E
ergy efficiency, Power-aware, Resource management

1 Overview

On the one hand, the number of Information and Communication dlegyn(ICT)
services increases year by year and existing technologies migrate into M@esser
(telephone, TV, radio, ec.Data centers are growing likewise, following these
trends. On the other hand, the share of volatile renewable power soureadsing
due to the energy transition in Germany. This leads to volatile energy ditgikaid
in a consequence to varying energy price models. Furthermore, a chajl¢éaskn
emerges to ensure reliable and stable power network operations.

Data Centers are growing and their share of electrical power consumptamedsec
a meaningful valueThis work investigates how data centers can participate in smart
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grid networks. Their controllable amount of power consumption can \muable
contribution to keep power networks stable.

Our Approach bases on server virtualization and applies different virtu&limeac
allocations, inducing specific server load and resulting in a dedicated power target
These allocations perform a forced overprovisioning of the server fpoaldably e-
ducing Quality of Service (QoS) parameters like throughput, but kpépénservices
itself available This allows a reduction of server’s power consumption up to 50% for
limited time periods.

This paper is organized as follows. In Section 2, we describe the curretdpdev
ments and the emerging need for action in connection with renewalsé pources
and growing data centers. Section 3 provides background information drochodt-
gies in context of efficiency and adaptable power consumption in data centers.
Section 4, we introduce our approach to adapt the @ater’s power consumptian
Section5 presents the evaluation of the approach using the UPPAAL frartkewmdr
obtained results. Finally, Section 6 concludes the main contents and eléstutsse
extensions of our approach.

2 Problem definition

The renewable power sources are expanding and their part of the ededirgcal

power production is increasing. Most of the renewable power s(iree solar and
wind power) can not guarantee continuous power delivery. This enwrgisnging

tasks to keep power networks stable and to ensure reliable power nepeoakions.
To compensate volatile power behavior, further controllable power uniteedead

Following the demand of new and growing IT servjaeta centers are growing
likewise. The part of electrical power, used in data centers, becmelghty part.

In the same line energy costs raise steadily and data center operators awvgtfaced
questions about sustainability and efficienciieTdea now is to combine both déve
opments to economic benefits.

In the context of laaS environments, service details are defined itiesb Sarvice
Level Agreements (SLA). In SLAs, customer and service providers dedirtigular
agreed aspects of the service i.e. quality, availability and responsibilities. Witkén the
agreements, the service provider has a scope for economic actidcddiding to
the agreements, the service provider can react to external power demairdss lof
less energy availability suitable application can be slowed down.

The contractor provides senviafrastructure only and does not have any direet a
cess to the applications or knows further technical details. This is an impédingen
hence, an applicable approach should be agnostic to the applications and effective
without direct application access.

The target in this work is to thus develapappropriate virtual machin&/i1) a-
location mechanism inducing the demanded power consumption withini@umn
time period.

The process of accessing a VM allocation is comparable with the knaapsdck
or bin-packing problem. Objects (VMs) of different sizes (resource n@nmaust be



packed into a finite number of bins that correspond to the physical ma¢hMs} of
the same kind, while the number of used bins should be minime&se of VM alb-
cation, seveal VM’s resource demands have to be taken into account. Therefore, the
task is related to a multidimensional bin-packing problem, while thepdiking
problem in itself has already NP-hard complexity.

In more precise, the number of possible VM allocations is describedrbiign-
ing a set oh elements intd partitions while thek sets are disjoint and nonempty.
This depicts a datacenter withVMs andk PMs and is described by the Stirling

numbers of the second kind:
k

Snk = %Z(—l)k'i‘ ()

j=0

For example, a server rack with 8 PMs and 40 VMs resufgin= 3,17 * 103?
different and possible VM allocations. Analyzing such amountsligible VM allo-
céions takes disproportionate computation time. Hence, an all-embracipgdking
solver is not suitable to react on volatile power consumption demantsurstic
online approach is needed to support short-term requirementss Ipager, we X
tend our idea of using competing VM allocations to take effect on server’s power
consumption.

The problem of allocating VMs related to the bin-packing problem can beifor
lated in a formal way. A data center withVMs andk PMs is given. A set of VMs
V = {VM,, ..., VM,,} represents the objects and a set of PMs{PM,, ..., PM;.} rep-
resents the bins. The VMs are represented as resource demanddseialshe PMs
are represented as capacity vectgrs

For an efficient PM utilization, the task now is to find a VM allocation that maxi
izesj, whilej is the number of VMs operated on the PM and for all PMs in the set

of P the following applies:
J
z di < Cg
i=1

To assess the quality of a VM allocation, the efficiency of a VM allocation ugta s
ble metric [9]. The efficienc¥ of a VM allocation4 is described as:

work done
E(A) =———
unit energy

3 Related work

The subject of controllable power consumption in data centers is@adiopihich a
lot of work has already been done. In this part of the paperdescribe different
approaches in the context of controllable power consumption, energy efficimcy
integrating volatile power availability in data centers.



Most of the existing approaches rely on application task scheduling nisoisajii,

20] and base on the fact that the power consumptioa srver corresponds to its
utilization. To approach the needed power consumptions, [1] usddoad schd-
ulers. A task list is generated, where the tasks are sorted by their exemaiime.

The task with the earliest deadline is at the top of the list. If energy is available, th
scheduler starts task from the list, beginning at the top. This is an eadéstiind

first (EDF) scheduler. In times of power shortage, the scheduler sieptynates
task to reduce the power consumption. This methodology requires detdied i
mation about the applications to build the EDF task list. If tasks needed to be term
nated or deadlines exceeded, appropriate measures are required.

To increase efficiency of data centers, Tang et24l} improved the data center’s
cooling efficiency. A central EDF Scheduler is set up, placing tasks on the coldest
server in the data center. This avoids the occurrence of hot spatedimd) requie-
ments can be decreased. But a task scheduler comes with the same disesivastag
described. In summary, those approaches are not applicable in the coritaa® of
environments due to the absence of application access.

Other approaches make use of VMs as migratable workload contajrie; [A].
Corradi et al. 11] make use of VMs as container to migrate workload from one server
to another. The VM is a suitable instrument to avoid dealing with applicatiemit
topics. They concentrate VMs on a fewer number of servers to powerrétaased
servers in order to improve the overall efficiency. Casale et al [7], Kumar &8]al
and Pu et al.g2] use virtualization technology to improve efficiency with attention
on server resource correlation. Evoking specific power consumption &taoget of
their work.

One concept to adaptdata centeés power consumption is to migrate server kvor
load from one data cent&r an other. There are approacheslfg,16] that make use
of varying local energy availability and migrate server workload actiffesent data
center destinations. The power consumption is transferred followed:sbyatkload
migration but this methodology is only suitable for wide-spreegharios and the
actual power consumption is not effected at all. Data center locations at close quarter
typically have similar energy conditions.

In summary, existing approaches in connection with volatile energy avajlabilit
and data center power consumption are based on variations of schedultitnso
Application tasks are operated in times of energy availability and are interathted
erwise. All trese approaches are application-invasive and technical details are needed
to schedule the tasks. Hence, they have to deal with application specifis &su
impediment. An application-independent, agnostic approach, offering controllable
server power consumption is still missing.

In our previous work [6], we pointed out the usability of devigigmifferent VM
allocations to affect application’s performance and server’s power consumption as
well.



4  Approach

Modern data centers use server virtualization technologies to optimize operating se
vices [4] Virtualization technologies allow live migration of virtual machines (VM)
and service levels can be improved by moving applications seamlasslpifie ser-

er to another [4]. To avoid application-internal issues, our approachefoousVM
environments.

In our previous work, we pointed out that the data center’s power consumption is
dependent on different VM allocations].[6/arious VM allocations effect different
PM utilizations leading to corresponding server power consumptionsisipdper,
we present our approach to induce a specific target server power consyinasiog
on the knowledge gained.uDapproach intends to extend the possibilities of power
control in data centerdhe goal is to provide recommended electrical power co
sumption within an expected amount of time and, in addition, to keegifitiency at
a high level.

To the best of our knowledge, this is the first efficiency-aware appribadthe-
searches on agnostic methodologies, to control the data centers power consumption

41  System mode

Our methodology applies different VM allocations in order to reach diffedersired
server power consumptions. Fig. 1 shows a concise system ovensigaining PMs
equipped with an optimizer component and operated VMs.

Service Level VM Pool
Application Monitoring > Management
VM CPU RAM NIC e}
target VM1 03 03 08 01
VM2 03 01 0,1 01
VM3 0,2 0.2 0,7 01
VM4 08 03 02 06
|
]
'
.
'
'
H
S— ) A G —— | A v
E [ [target] Optimizer [actual | | ! E [ [target] Optimizer [actual || !
1 1
s 1 5
' ! 1
: PM1 b PM2 '
1 I
\ "

Fig. 1. Schematic System Model

The Application-Monitoring component collects technical information about the
applicatioris health and PM status.

The Service Level Management (SLM) component collects the delivered info
mation and calculates depending on the Service Level Agreements (StAjew
target power consumption values. Determining target values is a task witlyout an
local PM dependencies and can be done globally by the SLM component. Mé¢ do



focus the task of assessing the SLAs; our point is to provide theaeédaiget power
consumption.

The optimizer component receives periodically updated target information from
the SLMard comparest with the actual power consumptioAfterwards, the ot
mizer initializes VM permutationsf necessaryto reach the new target by choosing
and migrating VMs from the entire VM Pool that fit heShe VM Pool provides
information about the VM’s resource demand (Central Processing Unit (CPURan-
dom Access Memory (RAM), Network Interface Card (NIC), and Inpugi@uopea-
tions (1/O)). This information is essential to estimate a VM migration arabtain
the utilization of a PM by summarizing the resource demands of all VMsagdid to
aPM.

The resulting VM allocation induces PM utilization evoking the required PM
power consumption. The methodology of choosing VMs basdke creation of VM
subsets and furthermore analyzing their resource requirements destited in the
following Section 4.2. A specific VM allocation can be used to explicitly reduce
overall PM’s resource utilization by combining resource-competing VMs, leading to
lower server power consumption and vice versa.

4.2 VM allocation algorithm

As described, the problem of determining a VM allocation Mdard complexity.
To reduce the complexity and long computation times, we do not focas @i-
embracing, global solution. The tasksgit into subtasks to be solved by the opami
er component, working on each of the PMs. The optimizer focusassolution for
just its own PM with little or no loss of efficiency.

For further reducing the complexity, we divide the servers into twaopg, as
shown in Fig. 2.

Server Rack

Group A Server 0 I
Server 1 % Group B
Server 2 I
Server 3 %
Server 4 I
Server 5 %
Server 6 I
Server 7 i

Fig. 2. Servers divided into two groups



We get a constellation with alternating order of servers belonging t@ growith
even server IDs and grow#y with the odd server IDdncreasing the server’s power
consumption is assigned to server grdupy migrating VMs from PMs of group to
PMs of groupA.

Therefore, a subset of migration candidates from gitpgroupA is built. Sut-
able VMs to increase the power consumption have to fulfill several condikogss.
the VM’s RAM resource demand has to fit to the targePM of groupA. Secondly, the
actual VM’s host PM within groupB should have a CPU utilization of more than
100% and, thirdly, the resulting CPU utilization of the target PM in gwéupcluding
the potential VM candidate should not exceed 100%. Such a migration of a VM from
an overloaded PM of group to an underutilized PM of group will result in an
overall power consumption increase. Generating CPU utilization above 100% of
target PM reduces the potential for further power consumption iseas

The subset of possible and randomized selected candidates will contain up to five
VMs, fulfilling the described conditions. Based on this set, the VM iseshésr m-
gration that completes the CPU utilization of the target PM near to 100%.

Server grouB focuses on decreasing the power consumption. It starts wit buil
ing a subset of all VMs, analog to the procedure of server gtolipe conditions for
suitable VMs are fitting RAM resource demands and that the VM is ctyadrated
on a PM that belongs to server graupln the last step, the VM with the greatest
CPU utilization demand is chosen and migrated onto the PM of golihis VM
offers the best reachaldéect per VM migration.

As additional effect of dividing the system into two groups, we equilibrium
server utilization within the groups; this prevents the occurrence to$gais and
leads to increased cooling efficiency similar to the approach of Tang 2g]al. [

Our approach bases on developing resource competing VM allocations and resol
ing resource competingM allocations to decrease and increase the server’s power
consumption. In our previous work, we pointed out the effectpplying these VM
allocations [6]. With focus on efficiency, we analyzed server compsrend their
behavior regarding different resource utilizations. A server resoustaught by the
directive to develop efficiency-aware resource competing and resource over-
provisioning VM allocations.

RAM over-provisioning is not an option because virtual RAM pages aredstor
the hard disk and the additional process of loading and storing Reégdspon the
hard disk in itself leads to efficiency loss. Similar effects arise ley-pxovisioning
the hard disk. Parallel writing and reading needs additional repositionihg olisk-
heads and leads obviously to reduced efficiency and may evokg Workloads [7.

We tested CPU efficiency in case of over-provisioning. In expetsnga evalug
ed the CPU as being a potential server resource for over-provisi@imgexper
ments show a linear behavior when benchmarking the CPU.

Fig. 3 shows the results of our experiments. In six test caseppied a CPU
benchmark that handles 10.000 events. In the first test case we aperat®l exe-
cuting the benchmark on the PM. It needs aboue80 s

In the second test case we operate two VMs in parallel on the PM ruttieing
benchmark and it needs about 60 sec. Three VMs in parallel akeds90 sec. and



so on, as Fig. 3 shows. We observe a linear behavior of the &Pde output and
duration times show. Furthermore, a single execution of the benchneahkcps the
same events per second as several executions in parallel.

400

350
300
250 -+
200 - B Duration [sec.]
150 - M Events per sec.
100 +

50 4

0 4

Fig. 3. CPU efficiency test

To conclude, over-provisioning the CPU is not resultirtg emny noticeable eff
ciency loss. And in addition, we could not discoaesignificant effect if we spread
the workload to several VMs. As expected, the s&sW€PU resource is suitable to
develop competing VM allocations and to slow down applications without efficiency
loss.

5 Evaluation

To evaluate the approach, we implemented a simulation based on timed-autom
tons. We use the UPPAAL platform as mentionedli#j for modelling the system
behavior as automaton-system with \dM s ard PMs represented as individual and
parallel simulated automatariBhe resulted environment allows us to explore diffe
ent configurations and system behavirsimulations. Existing frameworks i.e.][3
do not provide continuous VM operations and effects of intended layvaepplia-
tions are not considered.

51 VM automaton

Fig. 4 shows the UPPAAL automaton, representing the behavior of a Wib. T
edge from the initial location initializes the VM. The edge from locatiantial-
ized tooperate includes synchronization while the VM is waiting for a PM that is
going to operaté. The PM sends a signal via synchronizatieri [1d], while id is
the internal unique id of the VM. The VM changes to operation displayed liycthre
tion operate. Now, the VM is initialized and in normal operation mode.



reserved

wait_RAM go_migrate

/

res[id]?

cancel[id]?
initialized -

inifid]?

© O O

operate

x=0
mig[id]?

Fig. 4. VM automaton

In case of a planed migration, a PM reserves the VM&i@[id]. The VM is fe-
served now; no other PM can reserve this PM. But, a reservation can bleddnce
sending a signal via channelncel [id].

Before starting the preparation for migration, the next edge is equipijtleca
guard. To prevent frequent migrations and to guarantee a minimunofeygération
time the VM will not enter the migration process until the tignis passed. The value
of R is determined according to SLA definitions. The clecks started at the last
migration of the VM and will be compared with the valueroff the operating inte
val is longer than the value af the next location is reachable.

The migration of a VM is divided into several steps. In the first stegr & con-
tent needs to be copied to the new target PM. According to the copy prifeess
wait RAM location will be left a far as the time to copy the RAM is passed. In the
last step of the migration, the PM signals the completion via charrglid] and
the clockx is reset.

52 PM automaton
create VM subset create VM subset
migrate VM migrate VM
oY Q /Q
choose VM \\ / choose VM
\ /
/
2 AV 3
b
f’:
/
initialize / 1

operations\(5

Fig. 5.PM automaton

Fig. 5 shows a schematic illustration of the automaton representing th&HeM.
entire system consists of two groups of PMs, every PM belongs tmfotiese
groups. Server group acts in case of increasing and gra@um case of the need of
decreasing the power consumption as described in Section 4.2 of this paper.

In general the automaton of a PM consists of three branches. Branchrdsehsu
initial VM operation. It is entered if VMs exist that are not in operation moddl.at



As long as the system contains initialized and not operated VMs, the PM\Mislees
to operate until the PM reaches its resource limit.

The branches 2 and 3 are entered, if the need to increase or decreasgethe po
consumption emerges. Branch 2 is responsible for increasing power g@iosuand
represents the behavior of server grduihe branch 2 is entered, if the poveen-
sumption is lower tharhe target value and the PM’s CPU utilization is lower than
100%. If the CPU utilization is already higher, hosting additional VM will not i
crease the power consumption. In the next steps, up to five VMs are clubfiiéng
the following requirements:

e VM’s RAM resource demand fits to the PM

e VM is actual operated on a PM belonging to gréup

e Actual VM’s PM has got a CPU utilization more than 100%

e VM candidate’s CPU demand + actual PM’s CPU utilization is below 100%

The VM with the best fit to 100% CPU utilization is chosen; and finally ilkeis
migrated onto the PM.

Branch 3 is entered for decreasing the power consumption and represeating
havior of the odd server grodh The branch is entered, if the actual power coqsum
tion exceeds the power consumption target value. Analogous to thedwletp of
groupA4, a subset of five VMs is built. Potential candidates are actual operated on
PMs belonging to groug for the reasons already mentioned. Furthermore, ¢he r
source demand, except CPU demand, fits to the PM. The VM witlartpest CPU
demand is chosen and migrated onto the PM as described in Section 4.2.

The UPPAAL framework provides the possibility to implement progcade sin-
ilar to the program language C. We make use of this feature tonmapteseveral
functions to calculate resource capacities i.e. and to choose the VM candidates, as
described. Moreover, we sum up the resource demands of all VMstedldoaa PM
to calculate its utilization. The utilization again is the key value to calctiateM’s
power consumptionl[7]. We map the resulted utilization to a lookup table containing
utilizations and corresponding power consumptions of the simulatedtRiVgran-
larity of 10%-steps.

53 Resaults

The results shown in Fig. 6 were obtained in a simulation scenariod@ithiVis
and 8 PMs. The simulated PMs are servers of type Fujitsu Server PRIMERGY
TX2560 M1.
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Fig. 6. Achieved power consumption results

The power consumption values are calculated basing on data st#dtsr the
Standard Performance Evaluation Corporation (SPEC). Fig. 6 sleswhsrof @-
manding power consumption targets of 90%, 80%, 70% and 60% of omaxgower
consumption (100%).

The simulation run witha target of 60%, for example, shows a reduced server
power consumption from 21¥2 to 1260W according to an achieved powen-co
sumption of 57%. We achieved power consumptions with ardljght discrepancy
from the target, while at the same time the efficiency is kept at high leveltiffik
bar illustrates the summed migration times. Obviously, more migsatice needed to
achieve a greater amount of power reduction.
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Fig. 7. Power consumption during migration

In Fig. 7 the results of a simulation with target of 1000 Watt poweswoption is
shown. 29 VM migrations were needed to reach the target. The poveemggtion is
not decreasing monotonously in every migration step. This i®ddunsthe charaate
istic power consumption of the servers. Bhever’s output performance is not linear
regarding the different server utilizations.
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Fig. 8 Power to Performance Ratibd

Fig. 8 displays the Performance to Power Ratio belonging to théasadPM Fi-
jitsu Server PRIMERGY TX2560 M1. Performance to Power Ratio mdanaue-
age throughput divided by the power consuopti

Below a utilization of 60% the ratio is decreasing and the efficiency iskgtgin
Our Approach is migrating VMs from one PM to another. While the migration
cesses, we get VM allocations that cause PM utilizations with lower efficiendy, lea
ing to temporally increasing power consumptions. This effect refatdse different
efficiency levels of the PM.

When increasing th&rver’s power consumption, servers belonging to grawgre
released from hosting VMs. Hence, the servers of groape passing throughwe
ered efficiency levels, leading to temporally higher power consumptio

Larger scenarios withnincreased number of servers can be divided in several sub
installations of our approach. Hence, every data center can be equippedurvith
methodology and we got transferable results.

The actual dataenter’s power consumption in Germany is about 10 TWh per a
num [5] According to 10 TWh per annum, the average total data center power co
sumption is about 11418W. Regarding this amount of power consumption, dnd i
our approach is applied to only a half of these servers, it woulll isucontrollable
power consumption of 228.3 MWhich is available within a timefranw about 18
seconds.

The grid control cooperation (GCC) is an innovative network control ponbg
means of which the four German transmission system operators (0fiDsize their
control energy uselB]. In this context, the so-called secondary control reserve (SCR)
is an amount of power that has to be available within 5 minutes. In cisomathe
desired negative SCR of the TSO EnBW Transportnetze AG is about 31118W
our approach can provide 228.3 MW of negative SCR.

6 Conclusion and futurework

We described the emerging needs to adapt the data’sgmiteer consumption
and figured out that a non-invasive approach regarding the applictitains suitable
for laaS environments is still missing.



Our approach delivers a methodology to control the data center powemmmnsu
tion and enables data centers to be a valuable member of smart grid nelinapks
ates without direct application access and offers decreasing power consupeption
tential of about 50%. This is similar to approaches depending on scheidalmpb-
gies [9.

The RAM-size of a PM is a limiting factor while condensing VMs ont® BiM.
Barker et al. [2] pointed out the potential of memory sharing. Waad. P1] devd-
oped a fingerprinting system to determine the sharing potential ameagof VMs.
Extending the migration policies to consider RAM sharing potential mightawe
our approach and will be part of our future work.
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