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Abstract. In the present paper we investigate nonlinear tracking problem under
boundary control for the oscillation processes described by Fredholm integro-
differential equations. When we investigate this problem we use notion of a weak
generalized solution of the boundary value problem. Based on the maximum prin-
ciple for distributed systems we obtain optimality conditions from which follow
the nonlinear integral equation of optimal control and the differential inequality.
We have developed an algorithm to construct the optimization problem solution.
This solving method of a nonlinear tracking problem is constructive and can be
used in applications.

Keywords: Weak generalized solution, boundary control, functional, maximum
principle, nonlinear integral equation, optimization.

1 Introduction

With the emergence the theory control for the systems with distributed parameters, a lot
of applied problems described by integral-partial differential equations, integral equa-
tions, differential and integral-functional equations ([1], chapter 5, P. 193-197), [2],
([3], chapter 16, P. 410-414), ([4], chapter 1, P. 30-76), became investigate by meth-
ods of optimal control theory ([4], chapter 6, P. 356-383), ([5], chapter 2, P. 45-78),
([6], chapter 4, P. 281-309),[7]-[9]. However, the control problems described by the
integral-differential equations are little learned. In this paper we investigate the bound-
ary tracking control problem for the elastic oscillations described by the partial Fred-
holm integral-differential equations in partial derivatives. This problem has a number
of specific properties: according to the method of [10] the generalized solution of the
problem is built by the solving of countable number of integral equations; the optimal
control simultaneously satisfies the two relations in the form of equality and inequality,
where the relation in the form of equality leads to a nonlinear integral equation, and
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the relation in the form of inequality is a differential with regards to the function of the
external source.

The sufficient conditions for the unique solvability of specific problems were found,
and algorithm was indicated for constructing solutions of nonlinear optimization prob-
lems with arbitrary precision in the form of the triple

(
u0(t),V 0(t,x),J[u0(t)]

)
, where

u0(t) is the optimal control, V 0(t,x) is the optimal process, J[u0(t)] is the functional’s
minimum value.

2 Formulation of the optimal control problem and optimality
conditions

We consider the optimization problem where it is required to minimize the integral
functional

J[u(t)] =
∫ T

0

∫
Q
[V (t,x)−ξ (t,x)]2 dxdt +2β

∫ T

0
M[t,u(t)]dt, β > 0 (1)

on the set of solutions of the boundary value problem

Vtt −AV = λ

∫ T

0
K(t,τ)V (τ,x)dτ +g(t,x), x ∈ Q⊂ Rn, 0 < t ≤ T, (2)

V (0,x) = ψ1(x), Vt(0,x) = ψ2(x), x ∈ Q, (3)

ΓV (t,x) =
n

∑
i, j=1

ai, j(x)Vx j(t,x)cos(δ ,xi)+a(x)V (t,x) =

= b(t,x) f [t,u(t)], x ∈ γ, 0 < t < T. (4)

Here A is the elliptic operator defined by the formula

AV (t,x) =
n

∑
i, j=1

(
ai, j(x)Vx j(t,x)

)
xi
− c(x)V (t,x), ai, j(x) = a j,i(x),

n

∑
i, j=1

ai, j(x)αiα j ≥ c0

n

∑
i=1

α
2
i , c0 > 0

δ is a normal vector, emanating from the point x ∈ γ; K(t,τ) is a given function defined
in the region D= {0≤ t ≤T, 0≤ τ ≤T} and satisfying the condition

∫ T
0
∫ T

0 K2(t,τ)dtdτ <
K0 < ∞, i.e. K(t,s) ∈ H(D);

ψ1(x) ∈ H1(Q), ψ2(x) ∈ H(Q), fu[t,u(t)] 6= 0,∀t ∈ (0,T ),
ξ (t,x) ∈ H(QT ), M[t,u(t)] ∈ H(0,T ), QT = (Q×T ), (5)

are given functions, a(x)≥ 0,c(x)≥ 0 are known measurable functions; H(X) is Hilbert
space of functions defined on the set of X ; H1(X) is the first order Sobolev space;
fu[t,u(t)] is the function of boundary source which nonlinearly depends on the control
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function u(t) ∈ H(0,T ) and it is an element of H(0,T ); λ is a parameter, T is a fixed
moment of time; Mu[t,u(t)] 6= 0 and satisfies the Lipschitz condition with respect to
functional argument u(t) ∈ H(0,T ) .

This problem is to find a control u0(t) ∈H(0,T ), for which the appropriate solution
V 0(t,x) of the boundary value problem (2) - (4) deviates little from the given trajectory
ξ (t,x) ∈ H(QT ) during the entire time t ∈ [0,T ] of the control.

At the same time u0(t) is called optimal control and V 0(t,x) is the optimal process.
We are looking for a solution of the boundary value problem (2)-(4) in the form of

the series

V (t,x) =
∞

∑
n=1

Vn(t)zn(x), (6)

where zn(x) are generalized eigenfunctions of the boundary value problem [10]

Dn(Φ ,zn) =
∫

Q

(
n

∑
i, j=1

ai, j(x)Φx j znxi + c(x)zn(x)Φ(t,x)

)
dx+

∫
γ

a(x)zn(x)Φ(t,x)dx =

= λ
2
n

∫
Q

zn(x)Φ(t,x)dx;

Γ zn(x) = 0, x ∈ γ,0 < t < T,n = 1,2, ...,

and they form complete orthonormal system in the Hilbert space H(Q), and the corre-
sponding eigenvalues λn satisfy the following conditions

λn ≤ λn+1, ∀n = 1,2,3, ..., lim
n→∞

λn = ∞.

The Fourier coefficients Vn(t) for each fixed n = 1,2,3, ..., satisfy the linear nonho-
mogeneous Fredholm integral equation of the second type

Vn(t) = λ

∫ T

0
Kn(t,s)Vn(s)ds+an(t), (7)

where
Kn(t,s) =

1
λn

∫ t

0
sinλn(t− τ)K(τ,s)dτ,

an(t) = ψ1ncosλnt +
ψ2n

λn
sinλnt +

1
λn

∫ t

0
sinλn(t− τ)[qn(τ)+bn(τ) f [τ,u(τ)]]dτ. (8)

The solution of equation (7) we find ([11],chapter 2, P. 98-110) by the following
formula

Vn(t) = λ

∫ T

0
Rn(t,s,λ )an(s)ds+an(t), (9)

where the resolvent Rn(t,s,λ ) of the kernel Kn(s, t) is given by

Rn(t,s,λ ) =
∞

∑
i=1

λ
i−1Kn,i(t,s), Kn,1(t,s) = Kn(t,s)
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and the iterated kernels Kn,i(t,s) for each n = 1,2, ... are defined by the formulas

Kn,i+1(t,s) =
∫ T

0
Kn(t,η)Kn,i(η ,s)dη , i = 1,2,3, ..., Kn,1(t,s) = Kn(t,s).

Resolvent Rn(t,s,λ ) is a continuous function when |λ |< λ1
T
√

K0
and satisfy the following

estimate ∫ T

0
R2

n(t,s,λ )ds≤ T K0(
λn−|λ |T

√
K0
)2 . (10)

Further, taking into account (8) and (9) solution of the boundary value problem (2)–(5)
can be written as

V (t,x) =
∞

∑
n=1

(ψn(t,λ )+
1
λn

∫ T

0
εn(t,η ,λ )bn(η) f (η ,u(η))dη)zn(x), (11)

where

ψn(t,λ ) = ψ1n(cosλnt +λ

∫ T

0
Rn(t,s,λ )cosλnsds)+

+
ψ2n

λn
(sinλnt +λ

∫ T

0
Rn(t,s,λ )sinλnsds)+

1
λn

∫ T

0
εn(t,η ,λ )gn(η)dη , (12)

εn(t,η ,λ ) =


sinλn(t−η)+

∫ T

η

Rn(t,s,λ )sinλn(s−η)ds, 0≤ η ≤ t,

λ

∫ T

η

Rn(t,s,λ )sinλn(s−η)ds, t ≤ η ≤ T.
(13)

The function (11) is an element of Gilbert space H(QT ) and weak generalized solution
of boundary problem (2) –(5).

According to condition (5) each control u(t) uniquely defines the controlled process
V (t,x). Therefore for the solution V (t,x)+∆V (t,x) of boundary value problem (2) - (4)
corresponds the control u(t)+∆u(t), where ∆V (t,x) is the increment corresponding to
the increment ∆u(t). By the method of to the maximum principle ([4], chapter 6, P.
356-383), ([5], chapter 2, P. 45-78) the increment of functional (1) can be written as

∆J[u] = J[u+∆u] =−
∫ T

0
∆Π [t,V (t,x),ω(t,x),u(t)]dt +

∫ T

0

∫
Q

∆V 2(t,x)]dxdt;

where

Π [t,V (t,x),ω(t,x),u(t)] =
∫

γ

ω(t,x)b(t,x)dx f [t,u(t)]−2βM[t,u(t)],

and the function ω(t,x) is the solution of the adjoint boundary value problem

ωtt −Aω = λ

∫ T

0
K(t,τ)ω(τ,x)dτ−2[V (t,x)−ξ (t,x)], x ∈ Q,0 < t < T,

ω(T,x) = 0,ωt(T,x) = 0, x ∈ Q, (14)
ω)(t,x) = 0, x ∈ γ, 0 < t < T.
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According to the maximum principle for systems with distributed parameters ([4], chap-
ter 6, P. 356-383), ([5], chapter 2, P. 45-78), the optimal control is determined by the
relations

2β
Mu[t,u(t)]
fu[t,u(t)]

=
∞

∑
n=1

bn(t)ωn(t), (15)

fu[t,u(t)]
(

Mu[t,u(t)]
fu[t,u(t)]

)
u
> 0, (16)

which are called optimality conditions.

3 Solution of the adjoint boundary-value problem

We are looking for a solution of the adjoint boundary value problem (14) in the form of
the series

ω(t,x) =
∞

∑
n=1

ωn(t)zn(x). (17)

The Fourier coefficients ωn(t) for each fixed n = 1,2,3, ..., satisfy the linear nonhomo-
geneous Fredholm integral equation of the second type

ωn(t) = λ

∫ T

0
Bn(s, t)ωn(s)ds− 2

λn

∫ T

t
sinλn(τ− t)[Vn(τ)−ξn(τ)]dτ, (18)

where

Bn(s, t) =
1
λn

∫ T

t
sinλn(τ− t)K(s,τ)dτ.

The solution of equation (18) we find ([11],chapter 2, P. 98-110) by the following
formula

ωn(t) = λ

∫ T

0
Pn(s, t,λ )

(
− 2

λn

∫ T

s
sinλn(τ− s)[Vn(τ)−ξn(τ)]dτ

)
ds−

− 2
λn

∫ T

t
sinλn(τ− t)[Vn(τ)−ξn(τ)]dτ, (19)

where the resolvent Pn(s, t,λ ) of the kernel Bn(s, t) is given by

Pn(s, t,λ ) =
∞

∑
i=1

λ
i−1Bn,i(s, t), Bn,1(s, t) = Bn(s, t),

Bn,i+1(s, t) =
∫ T

0
Bn(η , t)Bn,i(s,η)dη , i = 1,2,3, ...

and it is continuous function when |λ |< λ1
T
√

K0
and satisfy the following estimate

∫ T

0
P2

n (s, t,λ )dτ ≤ T K0(
λn−|λ |T

√
K0
)2 . (20)
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Further, taking into account (17) and (19) solution of the adjoint boundary value prob-
lem can be written as

ω(t,x) =−2{−h(t,x)+E(t,x)}, (21)

where

h(t,x) =
∞

∑
n=1

1
λn

∫ T

0
bn(t)En(s, t,λ )ln(τ,λ )dτzn(x),

E(t,x) =
∞

∑
n=1

1
λn

∫ T

0

(∫ T

0
bn(t)En(t,τ,λ )εn(τ,η ,λ )bn(η)dτ

)
f (η ,u(η))dηzn(x),

En(t,τ,λ ) =


λ

∫
τ

0

1
λn

Pn(s, t,λ )sinλn(τ− s)ds, 0≤ τ ≤ t,

1
λn

sinλn(τ− t)+λ

∫
τ

0

1
λn

Pn(s, t,λ )sinλn(τ− s)ds, t ≤ τ ≤ T,

ln(t,λ ) = ξn(t)−ψn(t,λ ).

By means of the direct calculations we have proved the following lemmas:

Lemma 1. The function h(t,x) is an element of the space H(QT ) .

Lemma 2. Function E(t,x) is an element of H(QT ).

Based on the Lemma 1 and Lemma 2 from (21) it follows that solution of adjoint bound-
ary value problem (14) ω(t,x) is an element of the Hilbert space H(QT ).

4 Nonlinear integral equation of optimal control

We find the optimal control according to optimality conditions (15) and (16). We sub-
stitute in (15) the solution of adjoint boundary-value problem (14) defined by (21).

We rewrite the equality (15) in the form of

β
Mu(t,u)
fu(t,u)

+
∞

∑
n=1

1
λn

bn(t)
∫ T

0

∫ T

0
En(t,τ,λ )εn(τ,η ,λ )dτbn(η) f (η ,u(η))dη =

=
∞

∑
n=1

1
λn

bn(t)
∫ T

0
En(t,τ,λ )ln(τ,λ )dτ. (22)

Thus, the optimal control is defined as the solution of a nonlinear integral equation (22)
and at the same time (15) and (16) should be carried out. Condition (5) restricts the class
of functions f [t,u(t)] of external influences. Therefore, we assume that the function
f [t,u(t)] satisfies (16) for any control u(t) ∈ H(0,T ), i.e. the optimization problem is
considered in class { f (t,u(t))} of functions satisfying (16). Nonlinear integral equation
(22) is solved according to the procedure of work [7],[9]. We set

β
Mu(t,u)
fu(t,u)

= p(t). (23)
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According to condition (16) control function u(t) is uniquely determined from equality
(23), i.e. there is a such function ϕ that ([12], chapter 8, P. 467-480)

u(t) = ϕ(t, p(t),β ). (24)

By (23) and (24) we rewrite the equation (22) in the operator form

p(t)+G[p,λ ] = h(t,λ ) (25)

where

G[p,λ ] =
∞

∑
n=1

1
λn

bn(t)
∫ T

0

(∫ T

0
En(t,τ,λ )ε(τ,η ,λ )dτ

)
×

×bn(η) f [η ,ϕ(η , p(η),β )]dη ,

h(t,λ ) =
∞

∑
n=1

1
λn

bn(t)
∫ T

0
En(t,τ,λ )ln(τ,λ )dτ.

Now we investigate the questions of unique solvability of the operator equation (25).

Lemma 3. The function p(t) is an element of the space H(0,T ).

Proof. By (23) we have the estimate

sup
∣∣∣∣Mu(t,u)

fu(t,u)

∣∣∣∣≤ N, ∀t ∈ [0,T ].

Since u(t) ∈ H(0,T ), the statement of the lemma follows by the inequality

∫ T

0
|p(t)|2dt ≤ β

2
∫ T

0

∣∣∣∣Mu(t,u)
fu(t,u)

∣∣∣∣2 dt ≤ β
2N2T 2 < ∞.

Lemma 4. The operator G[p(t)] which defined by the formula (25) maps the space
H(0,T) into itself, i.e. it is an element of the space H(0,T ) .

Proof. Taking into account the following estimations∫ T

0
ε

2
n (t,η ,λ )dη ≤ 2T

(
1+

λ 2T 2K0(
λ1−|λ |

√
T 2K0

)2

)
,

∫ T

0
E2

n (t,τ,λ )dτ ≤ 2T
λ 2

n

(
1+

λ 2T 2K0(
λ1−|λ |

√
T 2K0

)2

)
,

we obtain the assertion of lemma from following inequality

∫ T

0
G2[p,λ ] =

∫ T

0

{
∞

∑
n=1

1
λn

bn(t)
∫ T

0

(∫ T

0
En(t,τ,λ )εn(τ,η ,λ )dτ

)
×
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×bn(η) f [η ,ϕ(η , p(η),β )]dη

}2

dt ≤
∫ T

0

∞

∑
n=1

1
λ 2

n
b2

n(t)×

×
∞

∑
n=1

{∫ T

0

∫ T

0
En(t,τ,λ )εn(τ,η ,λ )dτbn(η) f [η ,ϕ(η , p(η),β )]dη

}2

dt ≤

≤
∫ T

0

∞

∑
n=1

1
λ 2

n
b2

n(t)
∞

∑
n=1

∫ T

0

∫ T

0
E2

n (t,τ,λ )dτ

∫ T

0
ε

2
n (τ,η ,λ )dτb2

n(η)dη×

×
∫ T

0
f 2[η ,ϕ(η , p(η),β )]dηdt ≤

∫ T

0

∞

∑
n=1

1
λ 2

n
b2

n(t)×

×
∞

∑
n=1

∫ T

0

2T
λ 2

n

1+
λ 2T 2K0(

λ1−|λ |
√

T 2K0

)2

2T

1+
λ 2T 2K0(

λn−|λ |
√

T 2K0

)2

b2
n(η)dη×

×
∫ T

0
f 2[η ,ϕ(η , p(η),β )]dηdt ≤ 1

λ 2
1

(∫ T

0

∞

∑
n=1

b2
n(t)dt

)2 (2T )2

λ 2
1
×

×

1+
λ 2T 2K0(

λ1−|λ |
√

T 2K0

)2


2

‖ f [η ,ϕ(η , p(η),β )]‖2
H(0,T ) < ∞.

Lemma 5. Suppose that the conditions

‖ f [t,u(t)]− f [t, ū(t)]‖H(0,T ) ≤ f0‖u(t)− ū(t)‖H(0,T ), f0 > 0,

‖ϕ[t, p(t),β ]−ϕ[t, p̄(t),β ]‖H(0,T ) ≤ φ0(β )‖p(t)− p̄(t)‖H(0,T ), ϕ0(β )> 0

are satisfied. Then if the condition

γ =C0 f0ϕ0(β )< 1,

is met, the operator G[p,λ ] is contractive. Here

C0 =
2T
λ 2

1

(
1+

λ 2T 2K0(
λ1−|λ |

√
T 2K0

)2

)
‖b(t,x)‖2

H(γT )
.

Proof. The proof of this theorem follows from Lemma 4 by the following inequality,
i.e. the following inequality is fulfilled

‖G[p,λ ]−G[p, p̃,λ ]‖2
H(0,T )

≤C2
0‖ f [t,u(t)]− f [t, ũ(t)]‖2

H(0,T )
≤

≤C2
0 f 2

0 ‖ϕ[t, p(t),β ]−ϕ[t, p̃(t),β ]‖2
H(0,T )

≤C2
0 f 2

0 ϕ
2
0 (β )‖p(t)− p̃(t)‖2

H(0,T )
.

Theorem 1. Suppose that conditions (5), lemma 5 and |λ | < λ1
T
√

K0
are satisfied. Then

operator equation (25) has a unique solution in the space H(0,T ).
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Proof. According to Lemmas 3 and 4, operator equation (25) can be considered in the
space H(0,T ). According to Lemma 5 operator G(p) is contractive. Since the Hilbert
space H(0,T ) is a complete metric space, by the theorem on principle of contracting
mappings ([12], chapter 1, P. 43-53) the operator G(p) has a unique fixed point, i.e.
operator equation (25) has unique solution.

The solution of operator equation (25) can be found by the method of successive ap-
proximations, i.e. n th approximation of the solution is found by the formula

pn = h−G[pn−1], n = 1,2,3, ..,

where p0(t) is an arbitrary element of the space H(0,T ). For the exact solution p̄(t) =
lim
n→∞

pn(t) we have the following estimate

‖p̄(t)− pn(t)‖ ≤
γn

1− γ
‖h−G[p0(t)]− p0‖H(0,T )

or when h = p0(t)

‖p̄(t)− pn(t)‖H(0,T ) ≤
γn

1− γ
‖G[ϑ0]‖H(0,T ),

where 0 < γ < 1 is the contraction constant. The exact solution can be found as the limit
of the approximate solutions, i.e. substituting this solution in (24) we find the optimal
control

u0(t) = ϕ[t, p̄(t),β ].

We find the optimal process V 0(t,x), i.e. the solution of boundary value problem (2)-(4),
corresponding to the optimal control u0(t,x), according to (6) from the formula

V 0(t,x) =
∞

∑
n=1

(
λ

∫ T

0
Rn(t,s,λ )a0

n(s)ds−a0
n(t)
)

zn(x),

a0
n(t) = ψ1ncosλnt +

ψ2n

λn
sinλnt +

1
λn

∫ t

0
sinλn(t− τ)[qn(τ)+bn(τ) f [τ,u0(τ)]]dτ.

The minimum value of the functional (1) is calculated by the formula

J[u0(t)] =
∫ T

0

∫
Q

[
V 0(t,x)−ξ (t,x)

]2
dxdt +2β

∫ T

0
M[t,u0(t)]dt.

The found triple (u0(t),V 0(t,x),J[u0(t)] is a solution of the nonlinear optimization
problem.
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