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Chapter 1

CYBERSPACE AND ORGANIZATIONAL
STRUCTURE: AN ANALYSIS OF THE
CRITICAL INFRASTRUCTURE
ENVIRONMENT

Michael Quigg, Juan Lopez, Mason Rice, Michael Grimaila and Ben-
jamin Ramsey

Abstract Now, more than ever, organizations are being created to protect the
cyberspace environment. The ability of cyber organizations tasked to
defend critical infrastructure assets has been called into question by
numerous cyber security experts. Organizational theory states that or-
ganizations should be constructed to fit their operating environments
properly. Little research in this area links organizational theory to cy-
ber organizational structure. Because of the cyberspace connection to
critical infrastructure assets, the factors that influence the structure of
cyber organizations designed to protect these assets warrant analyses to
identify opportunities for improvement.

This chapter examines the cyber-connected critical infrastructure
environment using organizational structure theories. A multiple case
study and content analysis involving 2,856 sampling units were em-
ployed to ascertain the level of perceived uncertainty in the environment
(measured using the dimensions of complexity, dynamism and munifi-
cence). The results indicate that the general external environment of
cyber organizations tasked to protect the critical infrastructure is highly
uncertain and merits the implementation of organic structuring princi-
ples.

Keywords: Cyber organizations, structure, critical infrastructure, content analysis

1. Introduction
In his book Blink: The Power of Thinking Without Thinking [28], Gladwell

describes the ability to render accurate expert judgment in situations (e.g.,
detecting fraudulent art or diagnosing a medical condition) quickly without
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collecting and analyzing mass amounts of data. Using techniques described
by Gladwell, cyber security experts have declared that governments are not
prepared to respond to cyber attacks [5, 11, 14, 38]. These experts inherently
know that the response organizations currently in place are ill-prepared to
handle crises that may be right around the corner.

The organizations that are supposed to defend against cyber threats (e.g.,
U.S. Department of Homeland Security and U.S. Cyber Command) may not
be able to resist or recover from persistent cyber attacks [38, 60]. This situ-
ation is particularly troubling because the National Security Agency Director
has stated that several countries, including China and Russia, have the cyber
capabilities to disrupt electric utilities in the United States [55]. Without nec-
essarily analyzing the cyber operating environments, experts fully understand
that the government has been modeling cyber defense organizations after other
government organizations that have hierarchical structures, rigidity and slow
to change characteristics. Perhaps, the issues these organizations face are foun-
dational.

Colquitt et al. [17] state that almost everything in organizational behavior
starts with structure. If security and resilience in cyberspace are goals, then
an analysis of structure should be an initial primary consideration.

The study of organizational structure is largely a discipline within the social
sciences. Over the last fifty years, this area of research has grown considerably.
Recent theory has advanced significantly from the division of labor analyzed by
Adam Smith and Max Weber. It appears that once-stable systems are being
rapidly restructured in uncertain emergent global markets characterized by
rapid technological changes and tremendous competition. Although numerous
organizations are being created, few are examining the organizational research
and many are experimenting with disaster [34].

This chapter analyzes organizational structure theory and its connection to
cyber organizations in order to understand how to structure organizations and
to determine if current structuring attempts are optimal. In particular, the
level of uncertainty in the general external environment and its connection to
structural types are examined. Traditional government organizations function
well in more certain environments (e.g., environments with little change and
few disconnected outside influences). However, the same organizations tend
to struggle in uncertain environments (e.g., environments with considerable
change and numerous interconnected outside influences). This research uses a
multiple case study and content analysis to measure the levels of uncertainty
(e.g., complexity, dynamism and munificence) in the environments of cyber or-
ganizations tasked with critical infrastructure protection. Theory dictates that
organizations should be structured to fit their operating environments. The in-
sights provided by this analysis can help structure cyber response organizations
to attain the desired fit.
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Table 1. Structural and contextual dimensions of organizations.

Type Dimensions Traits

Structural Specialization; central-
ization; formalization;
span of control; chain
of command; personal
specialty

How many tasks in a job? Who has
the authority to make decisions
and where? How standardized and
explicit are the rules, policies and
procedures? How many people are
supervised in a particular group?
Who reports to whom up the
hierarchy? What is everyone
required to know?

Contextual Size; strategy; culture;
external and internal
environment (compe-
tition, hostility, geog-
raphy); technology

How large are the organization and
its sub-units? What choices are
being made by leadership? What
are the perceived values and
beliefs? What is happening in and
around the organization that can
affect it? What effect does the
presence of technology have?

2. Structuring Organizations
When discussing organizational structure, it is helpful to first clarify the

meaning of the term. Many people think it is an organizational chart of some
sort. However, organizational structure encompasses much more than a mere
chart. Theorists commonly describe organizational structure in two dimensions:
structural and contextual [18, 52]. These dimensions help explain the forms that
organizations take and why they take them. Table 1 presents details about the
significant structural and contextual dimensions of organizations.

The structural dimensions include how organizations attempt to control be-
havior and complete tasks. Contextual dimensions, often called contingencies,
are forces that act within and around organizations and affect the structural
dimensions. This chapter explores these dimensions to determine their im-
plications with regard to structuring organizations to operate effectively in
cyberspace. The following sections review the dominant theoretical principles.

2.1 Organizational Structure Theory
The study of the existence of organizations and sustaining their existence

has increased dramatically over the last 75 years [51]. The rise and ubiquitous
nature of information technology and its effects on organizational structure
theory in the social sciences have led to proportionately rapid theoretical de-
velopments [47]. Few individuals could foresee how pervasive and influential
technological systems would become. The four dominant historical theories
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of organizational structure are: (i) institutional; (ii) population ecology; (iii)
resource dependence; and (iv) structural contingency.

Institutional Theory. Dimaggio and Powell [21] introduced institutional
theory (or institutional isomorphism) in 1983. The crux of the theory is that
organizations tend to mimic each other in three main ways: (i) coercive; (ii)
mimetic; and (iii) normative. In coercive mimicry, organizations have similar
structures because they are subjected to similar external environmental pres-
sures (e.g., government oversight). In mimesis, organizations in established
fields tend to mimic each other as a bulwark against uncertainty. In normative
mimicry, isomorphic processes result from the professionalization of a field ac-
companied by common training and standards and practices, all of which create
homogeneity [21]. It is important to note that institutional isomorphism may
not be helpful in the cyber-connected critical infrastructure environment. Ob-
servations of cyber structuring in the U.S. Department of Defense indicate the
presence of isomorphism. For example, the newly-created cyber forces closely
resemble traditional military forces although there are critical differences be-
tween the two environments.

Population Ecology Theory. The natural selection model is the basis of
population ecology. Aldrich and Pfeffer [3] argue that an organization changes
as a result of the distribution of resources in its environment. The environment
selects the organizational form, which demands a constant sense of adaptation.
The list of once-successful organizations that did not adapt to their environ-
ments and quickly became obsolete is long. Government cyber organizations
can ill afford to be a part of this group. A consistent theme is to develop within
the alignment of the environment and the organization. Structural adaptation
and flexible structuring are now prominent themes in information technology
industries.

Resource Dependence Theory. Resource dependence theory argues
that organizational survival is determined by acquiring and maintaining re-
sources [51]. Considerable overlap exists between resource dependence and
population ecology. However, there are several deviations, for example, in the
roles of information processing and strategic choice. Population ecology main-
tains that strategic choice is possible under certain conditions. However, most
organizations are often powerless to make choices due to interorganizational
dependencies and information processing challenges [1]. Resource dependence
offers that information systems help determine organizational choices and pro-
vide critical information [51]. Understanding what constitutes a resource in
cyberspace is difficult; however, some general examples are money and people.

Structural Contingency Theory. Structural contingency synthesizes
the ideas represented in the theories discussed above. The theory declares that
the most effective organizational structure is the one that best “fits” the con-



Quigg et al. 7

tingencies [24]. Inherent in this definition is that structure should be tailored.
Donaldson [23] states that certain factors impact structure. These factors –
known as contingency factors – include technology, size, strategy and the en-
vironment [23, 49]. Most contingencies are within the internal boundary of an
organization, but some are outside the boundary (e.g., in the external environ-
ment). Central to contingency theory are numerous empirically-verified results
that suggest that organizations that fit the contingencies present in their en-
vironments outperform organizations that do not [23]. It is important to note
that an organization rarely has to address one contingency and not others,
making radical organizational overhauls preferable to prolonged incremental
steps [53]. Heuristically, it is also desirable to make changes earlier in the life
of an organization than later; this bodes well for cyber organizations because
they are in their infancy.

2.2 Contingencies
Building on contingency theory, what follows is a brief review of the central

contingencies in the research literature and their relevance to cyber environ-
ments.

Technology. Technology and the change surrounding it increase the per-
ceived uncertainty for organizations [57]. As uncertainty increases so does the
pressure to learn and increase knowledge. This pressure for knowledge cre-
ates new work roles, workflows and even changes the language used to describe
work [57]. The present focus is not on whether organizations will use infor-
mation technology to accomplish something, but how they accomplish things
within and around it. Cyber organizations should keep these principles in mind
and be careful not to design structures that are comfortable but inappropriate.

Size. The size of an organization considerably affects its type and classi-
fication, and nearly everything that defines its structure [49]. For instance,
larger organizations are often more complex, have more formalization and sur-
vive longer than smaller organizations [7]. Information-technology-rich envi-
ronments have been shown to reduce organization size as information systems
replace middle management and information technology enables other organi-
zations to increase in size without reducing efficiency and innovation [20]. It is
important to note that efficiency often does not improve as organizations in-
crease in size [29]. Collyer [16] states that, as project size increases, so does the
chance of failure. The likelihood of failure is compounded by increased speed
and environmental change. Indeed, consensus appears to be forming that larger
organizations should create right-sized sub-units that perform well based on the
relevant factors.

Strategy and Strategic Choice. The types of strategy that organiza-
tions pursue significantly affect their structure [1, 13, 23, 49]. Perhaps most
importantly, performance increases when an organization chooses a strategy
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that matches its structure to the relevant contingencies [22]. Clearly, cyber
organizations should pursue such a strategy.

Environment. In line with the population ecology and resource depen-
dence perspectives, organizations that cannot adapt to their environments will
not survive [35]. Environmental contingencies are fundamentally important to
cyber organizations, especially those that have important security functions.
It is helpful to separate the internal environment of an organization from the
external environment. This research focuses on the general external environ-
ment, which is defined as the relevant physical and social factors outside the
organizational boundaries [25]; this external environment affects most organi-
zations in the cyber-connected critical infrastructure domain. Limited research
connecting the organizational structure to the cyberspace environment is avail-
able. However, research is beginning to emerge on organizational operations in
cyber environments. For example, Liu et al. [43] have studied command and
control in cyber-physical-social systems. However, their research focuses more
on the potential capabilities of cyber-physical-social systems and less on the
optimal structural dimensions of systems that operate in cyberspace.

The presence of competition and hostility in an environment can signifi-
cantly impact an organization. For example, if an organization perceives its
environment to be competitive or hostile, it moves toward centralization and
formalization [36, 50]. This reaction may be instinctive. However, it can lead
to a structure that is ill-suited to meet the challenging characteristics of the
environment. This phenomenon is insightful in the light of newly-created gov-
ernment cyber organizations. It appears that centralization and formalization
are increasing in these organizations, conceivably to their peril.

Each organizational environment has unique extrinsic factors. These factors
influence organizational shape, means and actions within the environment [12].
Uncertainty emerges as a focal point when assessing environmental considera-
tions [12, 25, 41].

2.3 Environmental Uncertainty
Complexity, dynamism and munificence are the primary dimensions for con-

ceptualizing the central properties of environments [7, 19, 26] and they act as
significant measures of perceived uncertainty in external environments [1, 25,
26]. The three dimensions relate to forces in an environment that can influence
and effect organizational change. These forces may be competitors, customers
and/or economic, technological, political, ethical, demographic, cultural and
social conditions [18, 25, 58]. Note that while complexity, dynamism and mu-
nificence are capable of providing an extensive view of the environment, they
are not the only determinants of environmental effects on structure [32].

Complexity. Complexity relates to the total amount of forces in the en-
vironment, whether they connect with each other and the degree to which
they can influence other organizations. For example, a weak force in isola-
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Figure 1. External environment and uncertainty.

tion lowers uncertainty, whereas many interconnecting strong forces increase
uncertainty [2, 19, 25].

Dynamism (Turbulence). Dynamism refers to change measured in speed
or quantity. Organizations that face significant amounts of change operate in
environments that are more uncertain. Organizations that experience small
amounts of change have less uncertainty. An increased rate or speed of change
only adds to the uncertainty [2, 19, 25].

Munificence (Resource). Munificence deals with capacity, or more gen-
erally, the amount of resources available to sustain or support an environment.
This category represents a considerable portion of the focus of structural the-
ory. In general, the scarcer the resources, the greater the uncertainty [2, 19,
49].

Figure 1 conceptually depicts complexity, dynamism and munificience as
sources of uncertainty in an external environment.

2.4 Structures
The mechanistic and organic structural continuum covers the forms that

organizations can take [12]. The continuum offers two extremes for manage-
ment systems based on the level of perceived uncertainty in the environment.
Empirical results indicate that perceived environmental uncertainties signifi-
cantly correlate with mechanistic and organic structural types. Table 2 lists
the characteristics of mechanistic and organic structures.

3. Mechanistic and Organic Structures
This section discusses mechanistic and organic structures. The U.S. Army

characterizes a mechanistic structure. The Apache Indians, Anonymous and
Al Qaeda are examples of organic structures.
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Table 2. Characteristics of mechanistic and organic structures.

Mechanistic Organic

Specialized individual tasks Adjustable team tasks
Vertical hierarchy Flexible (flatter) structure
Individual responsibility Team responsibility
Centralized authority Decentralized authority
Increased rules and policies Decreased formalization
Vertical communication Encircling communication
Directives and orders Advice/information sharing
Fixed functional departments Fluid functional departments
Status increases up the hierarchy Brilliance increases status
Narrow span of control Wide span of control

Table 3. U.S. Army infantry division structure.

Dimension Trait Structure

Specialization Highly specialized down to the
individual through task lists; highly
functional and compartmentalized into
sub-units

Mechanistic

Centralization Authority to make decisions is often
kept at multiple levels above the
worker

Mechanistic

Formalization Highly formalized tasks driven by
doctrine, codified and checked
frequently; dozens of policies and
procedures dictate actions

Mechanistic

Span of Control Doctrinally driven and rigid; often a
narrow and vertical hierarchy; difficult
to change

Mechanistic

Chain of Command Doctrinally driven and considerably
vertical; often with a dozen leaders
with authority to change what the
lowest individual will do

Mechanistic

Professionalism Varied with deliberate intentions of
being high throughout the U.S. Army

Mixed-
Organic

Status Increases up the hierarchy Mechanistic

Communication More vertical than all encompassing;
directive and orders based

Mechanistic

3.1 U.S. Army
A U.S. Army infantry division is an organization that displays mechanistic

characteristics (Table 3). This particular type of structure is common through-
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out the U.S. Army regardless of the environment and context in which it con-
ducts business. Recent combat operations in Iraq are an example. During the
initial campaign, U.S. Army divisions were deployed to dominate the environ-
ment with mass resources against a singular, weaker and mechanistic adversary.
As the war matured and kinetic operations diminished, the U.S. Army found
its divisional structure ill-suited to nation building and struggled to find the
flexibility to adjust amidst the growing dynamics and complexities (e.g., envi-
ronmental uncertainty) of the counterinsurgency [4]. This experience highlights
the need for flexible organizational modification processes.

3.2 Apache Indians, Anonymous and Al Qaeda
The 16th century Apache Indians, the Anonymous hacker group and Al

Qaeda are examples of organic structures in a nearly pure form. The three
organizations exhibited or exhibit an unusual ability to succeed against vastly
larger adversaries. These organizations operated or operate in highly uncertain
environments characterized by sudden and vast amounts of change, considerable
forces that shift at a moment’s notice and limited availability of resources.

The Apache occupied what are now northern Mexico and the southwestern
United States for hundreds of years. They increased in fame and notoriety
during their conflict with the Spanish Conquistadors in the 16th century. The
Spanish appeared to be unstoppable and acquired considerable territory in
Central America until they ventured north and encountered the Apache. The
Spanish met their match in an undersized and under-resourced adversary [10].

The Anonymous hacker group is similar. It has clashed with Fortune 500
companies, computer security firms and major religious organizations, and
brought them great difficulty (at least temporarily) [46].

Al Qaeda has kept powerful militaries busy for nearly fifteen years. They
have done this using simple technologies and sneaky tactics to make up for
their lack of air support, advanced communications and weaponry.

There is a commonality in the Apache, Anonymous and Al Qaeda organiza-
tions as well as in their adversaries. All their adversaries exhibited tendencies
to structure and operate in a mechanistic fashion despite external environmen-
tal conditions that suggested the opposite. Table 4 presents the structural
dimensions of these organic organizations.

3.3 Synthesis
As it relates to performance, the greater the perceived uncertainty in the

environment, the more an organization should take an organic form; in the
presence of less uncertainty, the organization may take a more mechanistic
form [12, 30, 41]. When an organization takes an organic form in an environ-
ment that is highly uncertain, the resulting structural fit has been shown to
increase performance [22]. This alignment is intuitive because an organic struc-
ture is both fluid and adaptable. Following the same logic, an organic structure
is not as effective in a stable environment. High reliability organizations and
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Table 4. Apache Indians, Anonymous Hacker Group and Al Qaeda structures.

Dimension Trait Structure

Specialization Low level of specialization with
operators performing a broad range of
random tasks with little
standardization; fluid team and
network-based task units

Organic

Centralization Personnel follow emergent leaders and
often act with autonomy

Organic

Formalization Frequently no formalization is present
in the performance of tasks

Organic

Span of Control Emergent and varied; at times
extraordinarily wide

Organic

Chain of Command Emergent and flexible based on
contingencies facing sub-units; near
flat organizational hierarchy with
common themes that allow various
actors to plug into the organization
when needed or desired

Organic

Professionalism Varied Mixed

Status Increases with displayed brilliance Organic

Communication Ranges from horizontal to all
encompassing; advice and information
sharing

Organic

Figure 2. Organizational structure, uncertainty and the external environment.

resilience engineering management practices primarily support this view, espe-
cially with regard to the critical infrastructure environment [8, 33]. It is worth
noting that no single contingency or structure applies to all. Mechanistic and
organic structural types are only “better” if they fit the contingencies. Orga-
nizational structures and their relationships to environmental uncertainty and
structural contingency can be synthesized as shown in Figure 2.
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4. Research Method
This section describes the research design and methodology chosen to explore

uncertainty in the general external environment of a cyber-connected critical
infrastructure.

4.1 Research Design and Methodology
The research method involved a multiple case study. The approach was

structured as an exploratory study with a retrospective lens for organizational
patterns. A case study method enables investigators to retain the holistic and
meaningful characteristics of real-world events such as individual life cycles and
the maturation of industries [61].

The data analysis technique used was content analysis. Content analysis is
suitable for condensing many words in a document into a small set of content
categories based on explicit coding rules for the purpose of examination [6, 31,
39, 56]. The content categories were established a priori based the organiza-
tional structure theories of population ecology, resource dependence and struc-
tural contingency. The categories were defined iteratively to maximize mutual
exclusivity and exhaustiveness [59]. This research highlights external environ-
mental uncertainty for its significance in shaping organizational structure across
three measured dimensions: (i) complexity; (ii) dynamism (turbulence); and
(iii) munificence (resource) [19].

4.2 Data Collection
A stratified purposive sample of published artifacts (documents) provided

the context for analysis. The strata (cases) were divided into academia, govern-
ment and private/practitioner [45, 48]. Each stratum represents stakeholders of
publicly-available information related to cyber and critical infrastructure in the
United States. Information about cyber linkages to the critical infrastructure is
a specific topic of interest where relevant information is known mostly by a par-
ticular subset of professionals in the three strata [39]. Search engines (including
Google, RAND/CSIS/MITRE and .gov sources) identified the artifacts using
algorithms that sort documents retrieved from large databases. This process
helped identify artifacts with the most references and information about cyber
and the critical infrastructure. The U.S. Government Accountability Office def-
inition of artifacts as physically-separable, minimally-sized and self-contained
textual information was adopted [31].

Artifact Discrimination. Artifacts were retrieved using the terms, “in-
dustrial control system,” “SCADA” and “critical infrastructure cyber,” based
on their close linkages to the cyber-connected critical infrastructure [9]. The
initial search harvested a large number of artifacts. To further filter the results,
additional criteria were applied to obtain a relevant and representative sample
for each stratum. Table 5 lists the criteria. The content analyst converted the



14 CRITICAL INFRASTRUCTURE PROTECTION X

Table 5. Artifact criteria.

Category Criteria

Content Discuss the cyber and critical infrastructure general
external environment

Geography U.S. related
Timeliness Published within the last seven years (since July 2008)
Availability Publicly available
Size No more than 20 codeable pages per document

selected artifacts to the portable document format (PDF) to minimize the file
size, standardize the format of all coders and ease the importing of the data
into the Maxqda content analysis software.

Table 6. Artifact retrieval results.

Stratum Initial Sample Met Criteria Final

Academia 91 34 10 (50%)
Government 65 17 5 (25%)
Private/Practitioner 73 17 5 (25%)

Total 229 68 20 (n = 60)

Table 6 presents the artifact retrieval results. More academia artifacts were
reviewed because of their perceived reliability, validity and trust. A slightly
higher amount of private/practitioner artifacts were reviewed than government
artifacts due to search engine limitations unique to RAND, CSIS and MITRE.
Google’s platform dominated because of its ability to return timely results in
the focus area (usually within one year of publication). Government artifact
selection also suffered from search engine limitations and syntactic issues (e.g.,
results included only the minutes of congressional meetings), which increased
the amount of artifacts that had to be viewed.

Artifacts were randomized using Microsoft Excel to generate the final sample.
All 68 artifacts meeting the selection criterion were coded with an A, G or
P (academia, government or private/practitioner). The final random sample
contained 20 documents per coder (distributed 10-A/5-G/5-P), corresponding
to a total of 60 documents. It is important to note that, in content analysis,
unlike quantitative statistical analysis, an accurate representation of all the
documents in the area of cyber-connected critical infrastructures was not the
goal. Instead, the goal was to retrieve a useful set of artifacts to answer the
research question fairly [39].

Parent Organizations. The documents analyzed by the coders repre-
sented a diverse amount of information from all three strata. Parent organiza-
tions that published content included in the final sample were the Association
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Table 7. Code categories.

Category Sub-Category

Complexity Forces interconnecting
Complexity Forces not connecting
Complexity Many forces
Complexity Few forces
Complexity Forces are strong
Complexity Forces are weak
Dynamism Forces change a lot
Dynamism Forces change infrequently
Dynamism Forces change rapidly
Dynamism Forces change slowly
Munificence Resources are scarce
Munificence Resources are abundant
Not Applicable Not Applicable

for Computing Machinery, Institute of Electrical and Electronics Engineers, In-
ternational Federation for Information Processing, Institute for Computer Sci-
ences, Social Informatics and Telecommunications Engineering, International
Journal of Critical Infrastructure Protection, Forbes, Dow Jones and Company,
The Economist, Tripwire, Army Research Laboratory, Government Account-
ability Office, The White House and the U.S. Department of Homeland Security.

4.3 Coding
Krippendorf [39] defines coding as classifying sampling or recording units

in terms of the categories of the chosen analytical constructs. The sampling
unit selected to categorize the information present in the artifact was “the
sentence” [56] because of its ability to obtain meaning in relation to text [39] and
due to the availability of human coders [31]. Each sentence was read and coded
against the code categories. Coders were trained to look for repetitive material
so as not to code the same information twice. The coders were instructed to
interpret the sampling unit (e.g., sentence) in the context of an entire artifact
(e.g., context unit). This interpretation is both meaningful and feasible for an
artifact that contains less than eight pages of codeable material [39].

Content Categories. The Maxqda qualitative data analysis software was
selected for its ability to manage large volumes of text, display information
with ease and work with multiple coders [54]. The Maxqda graphical user
interface provided a visual display of code categories and coded material to
check operational definitions against sampling units. The Not Applicable code
category was included in addition to the existing a priori categories of com-
plexity, dynamism and munificence to ensure exhaustiveness [31, 56]. Table 7
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lists the code categories. Note that all the forces relate to the general external
environment.

CoderTraining. The content analyst familiarized the coders with Maxqda,
operational definitions and code categories. Also, well-defined explicit coding
instructions were added to Maxqda to improve coding consistency [56]. Only
the content analyst trained and evaluated each coder [39]. The coders partic-
ipated in a beta coding session to improve coding consistency, tighten defini-
tions and minimize idiosyncratic judgments during the coding process [39]. The
training process produced favorable reliability results. The coders trained on
qualified documents that were not included in the final sample. Collaboration
among coders was not permitted during the coding process. Three graduate
students with strong backgrounds in cyber security and cyber operations coded
the documents. Note that the familiarity of coders with the phenomena under
consideration was a critical factor in coder selection [39]. The reading levels of
the documents demanded highly-educated coders.

4.4 Validity
Every step of the research process was conducted to ensure high-quality

results. The guidelines set forth by Krippendorff [39] for validity in content
analysis were followed and reviewed periodically throughout the research pro-
cess.

4.5 Reliability
To ensure valid inferences from the text, word meaning and category defini-

tions were tightened, multiple coders were used and inter-coder agreement was
calculated. Cohen’s kappa coefficient [15] was used as a measure of reliability.
The coefficient is considered to be a strict measure of agreement between coders
based on the selection of a particular code for the recording unit [44].

5. Results
This section discusses the results and analyzes the linkages between the

structural types and environmental dimensions.

5.1 Descriptive Statistics
Table 8 shows that the coding units range from 1,594 to 2,067 (mean =

1,838). The primary reason for this variance is the manner in which the coders
interpreted the coding units. The ambiguity of the language in the published
material may have caused one coder to perceive the presence of a coding unit
whereas another coder did not.

Table 9 shows that each coder read 156 pages averaging 7.8 pages per arti-
fact. Although there were more academia artifacts than government artifacts,
the government artifacts averaged more pages (13.8). Also, the difficulty of in-
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Table 8. Total codes by coder.

Coder
1 2 3

Pages 156 156 156
Documents 20 20 20
Coding Units 2,067 1,853 1,594

Table 9. Pages coded by stratum.

Academia Govt. Private/ Aggregate
Practitioner

Pages Read 74 69 13 156
Pages per Artifact 7.4 13.8 2.6 7.8

terpreting the sampling unit (sentence) in relation to the context unit (artifact)
increased for the coders [39].

Table 10. Flesch-Kincaid reading scores.

Stratum Reading Level Reading Ease

Academia 16 24
Government 17 15
Private/Practitioner 16 27

Total Average 16 23

Flesch-Kincaid reading level and Flesch reading ease measures were com-
puted for each artifact. Table 10 presents the results. The Flesch-Kincaid
formulas account for the number of words per sentence and syllables per word
to generate a grade-level guide of comprehension and ease of reading [27, 37]. A
reading ease below 30 is associated with college graduates. A total of 156 pages
were coded, with an average of 1,838 recordable units at a graduate reading
level and ease (Flesch-Kincaid Grade 16/Ease 23). The government documents
emerged as the most difficult to comprehend based on these indices and they
suffered from the highest amount of disagreement.

5.2 Inter-Coder Agreement
The coder agreement scale used in Table 11, which is based on the work

of Landis and Koch [40], ranges from fair (21%-40%) to substantial (61%-
80%). This results in moderate overall agreement with the kappa coefficient
that ranges from 51% to 60% in Table 11. Since the research was exploratory,
lower levels of agreement are acceptable [44]. Coders were allowed considerable
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Table 11. Cohen’s kappa coefficients.

Coders
1 and 2 1 and 3 2 and 3 Mean

Academia 0.66 0.71 0.71 0.69
Government 0.39 0.47 0.29 0.38
Private/Practitioner 0.36 0.51 0.31 0.40

Kappa 0.52 0.60 0.51 0.54

latitude in content interpretation based on their expertise and training. Despite
the challenges, the results indicate agreement between coders.

Table 12. Frequency analysis of codes.

Category Code Freq. % Docs.

Complexity Forces connecting 872 30.53 56
Complexity Many forces 537 18.80 55
Complexity Forces are strong 517 18.10 58
Munificence Resources are abundant 225 7.88 36
Munificence Resources are scarce 167 5.85 44
Dynamism Amount of change is high 144 5.04 44
Complexity Forces are not connecting 140 4.90 32
Dynamism Forces change rapidly 88 3.08 25
Dynamism Forces change slowly 65 2.28 20
Complexity Forces are weak 57 2.00 29
Dynamism Amount of change is low 34 1.19 11
Complexity Few forces 10 0.35 8

Total 2,856 100.00 –

5.3 Code Distribution
Table 12 presents the frequency distributions of codes across the entire sam-

ple (n = 60). The coders recognized and assigned a code to 51.8% of the
content. The Not Applicable category was eliminated to remove bias. Fre-
quency analysis indicates that complexity has a strong presence (more than
91%) in each stratum. Complexity (e.g., forces connecting, many forces and
forces are strong) accounts for 67.43% of the uncertainty in the content coded.
Dynamism (e.g., amount of change is high and forces change rapidly) accounts
for 8.12% of the uncertainty in the content coded. Munificence (e.g., resources
are scarce) accounts for 5.85% of the uncertainty in the content coded. Based
on coder interpretation, as Figure 3 indicates, there is a strong presence of un-
certainty (81.4%) in the general external environment across the three sampled
strata.
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Figure 3. Uncertainty in the general external environment.

Figure 4. Coder overlap.

5.4 Coder Analysis
Figure 4 clearly demonstrates that the coders were consistent in their coding

across all three dimensions of uncertainty. While there is slight disagreement in
complexity (amount/connectedness of forces) and munificence (resource), there
is general agreement overall.

5.5 Strata Analysis
This section provides an analysis of the presence of uncertainty in the general

external environment within and across strata.
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Figure 5. Percentage of uncertainty by dimension and stratum.

Complexity. Figure 5 compares the percentage of uncertainty by dimension
and stratum. The figure demonstrates that there is strong evidence to support
that the complexity is extremely high. All three strata show a strong presence
of complexity in the general external environment. In fact, the data appears
to be a statistical dead heat at about 90%.

Dynamism. Dynamism presents a different picture. The private/practi-
tioner stratum displays significantly higher uncertainty than the academia and
government strata. This level of uncertainty appears to be reasonable because
of the increased competition and desire for revenue present in the private/prac-
titioner environment. The environment requires the ability to dissolve or cre-
ate organizations rapidly, modify processes and innovate in response to market
stimuli.

The government stratum exhibits a lower presence of uncertainty. Unlike
private/practitioner functions, government functions are slow to change. De-
spite this, the coders agreed that there was vastly more change (dynamism) in
the general external environment across all three strata. In fact, the amount
of change was detected at four times the frequency (see Table 12).

Munificence. The results clearly demonstrate that there is explanatory
power and a measurable degree of munificence (resource scarcity). The presence
of uncertainty is lower overall across all three environmental resource measures.
However, academia exhibits significantly more perceived resource scarcity in the
general external environment. A reasonable explanation for the difference is the
breadth and depth of research that academia conducts in this complex area.
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5.6 Recommendations
Based on the outcomes of this study, it would be logical to structure govern-

ment cyber organizations that operate in the critical infrastructure environment
in an organic fashion rather than in the current mechanistic manner. Because
of the complexity and dynamism of the environment, the government should
generate separate processes when creating these organizations to facilitate rapid
implementation and frequent modifications. Specifically, government cyber or-
ganizations should have the following characteristics if they are to succeed:

People should not only perform highly specialized tasks; they should also
have broader views.

A chain of command should exist, but it should be more decentralized to
accommodate shifting responsibilities.

The high level of complexity and change in the environment warrant
knowledgeable personnel working in teams and coordinating frequently
to make rapid decisions when needed.

Communications should occur often and at many levels.

Orders and directives should diminish as advice and information sharing
increase.

Knowledge and expertise should increase individual status.

An appealing aspect of this research is the potential for generalization to
other cyber organizations that operate in the United States and in other de-
veloped countries. An argument could be made that there are few significant
differences in the cyber environments of the U.S. Department of Homeland Se-
curity, U.S. Department of Defense, private utilities and high technology firms.

6. Conclusions
Few topics have more national security import than understanding how to

organize in cyberspace and protect critical infrastructure assets from cyber
threats. The United States Army Cyber Talks at the National Defense Univer-
sity in September 2015 recognized the need for empirical analysis and evidence
that could enhance organizational structuring decisions and adjustments. In-
novation and knowledge management were strong concerns of the attendees
that related directly to organizational structure [42]. In fact, the attendees re-
peatedly discussed several structural dimensions as inhibitors to performance,
further validating the need for this research.

As it pertains to the cyber-connected critical infrastructure environment,
forces within and across strata are numerous, strong and connecting. The
amount of change at present is very high. The speed of change is rapid and re-
sources are typified by an abundance of information technology with low barri-
ers to entry. Cyberspace is ubiquitous, which creates opportunities for malicious
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actors. These elements create the perception of highly uncertain situations for
organizations operating in the cyber-connected critical infrastructure environ-
ment. Organic structuring principles facilitate the adaptability and flexibility
needed to operate effectively in this environment. Indeed, the research results
demonstrate that the general external environment is decidedly uncertain, in-
dicating that organizations should follow organic structuring principles when
operating in the cyber-connected critical infrastructure environment.

Note that the views expressed in this chapter are those of the authors and
do not reflect the official policy or position of the U.S. Air Force, U.S. Army,
U.S. Department of Defense or U.S. Government.
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