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Abstract. Algorithms which seek global optima are computationally
expensive. Alternatively, heuristic methods have been proposed to find
approximate solutions. Because heuristic algorithms do not always de-
liver exact solutions it is difficult to verify the computed solutions. Such
a problem is known as the oracle problem. In this paper, we propose
to apply Metamorphic Testing (MT) in such situations because MT
is designed to alleviate the oracle problem and can be automated. We
demonstrate the failure detection capability of MT on testing a heuris-
tic method, called the Greedy Algorithm (GA), applied to solve the set
covering problem (SCP). The experimental results show that MT is an
effective method to test GA.
Key words: heuristic method, greedy algorithm, metamorphic testing

1 Introduction

Normally algorithms which deliver global optima are computationally expensive.
Alternatively, heuristic methods have been proposed to provide approximate
optima. These heuristic algorithms may be based on educated guesses, intuitive
judgement, or simply common sense to seek answers which are hopefully close to
the global optima. Such algorithms may deliver solutions that are global optima,
close to global optima, local optima or close to local optima. In other words,
there are uncertainties in the solutions delivered by these methods. Examples
of heuristic methods include algorithms proposed by Johnson for combinatorial
problems [1], by Bodorik et al. for distributed query processing [2], and by Cheng
et al. for real-time data aggregation in wireless sensor networks [3].

When such algorithms are implemented as software, it is important to en-
sure the correctness of the implementation. The availability of a test oracle — a
mechanism to verify the output of software — is necessary to determine whether
the software passes the test undertaken. Heuristic methods may not give exact
solutions for the computed problems. Therefore, it is difficult to verify outputs
of the corresponding software, which is known as the test oracle problem (or,
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simply the oracle problem) in Software Testing. Metamorphic testing (MT) was
developed to deal with the oracle problem[4]. MT can be used to validate com-
puted outputs automatically without the presence of a test oracle. It uses some
properties of the computed problem, which are known as metamorphic relations
(MRs), to help validate the correctness of the computed outputs.

In this study we propose to apply MT to software implementing the greedy
algorithm (GA), which is a simple and straightforward heuristic method, to solve
the set covering problem (SCP) [1]. Particularly, we conduct a case study aimed
at demonstrating the failure detection capability of MT.

This paper is organized as follows: Section 2 presents the definition of MT,
Section 3 explains GA on SCP, and Section 4 describes the metamorphic rela-
tions (MRs) identified in this study. Details of experimental work, results and
discussions are presented in Section 5, and Section 6 concludes the paper.

2 The Metamorphic Testing (MT)

A test oracle is a mechanism that can be used by testers to verify the correct-
ness of computed outputs of a program [5]. We encounter the test oracle problem
when (i) there is no such oracle or (ii) the application of such an oracle becomes
too expensive. To alleviate this problem, Chen et al. [4] have developed the meta-
morphic testing (MT) approach which has been successfully applied in various
application domains ([7], [8], [9], [10], [11], [12]).

MT is a property-based testing method. We use the sine function to illustrate
the idea of MT. Suppose P is a program that computes the sine function. We
assume that we do not have an oracle for this problem - i.e., we do not know
exactly what is the value of the sine of an arbitrary input. Let 0.49 (radians)
be a test input of P. After executing P with 0.49, the corresponding output is
P(0.49). Due to the lack of an oracle, P(0.49) may be correct but we have no
way to verify it. The key idea of MT is to use a relationship called a test case
relation to generate some follow-up test cases, whose behaviour is predictable
from the original test case. If the predicted behaviour is not exhibited, then this
is indicative of an error in P. In the case of the sine function, we might choose
2π+0.49 and 4π+0.49 as follow-up test cases, as the sine function ought to yield
the same value for these as for 0.49. The test case of 0.49 is referred to as the
source test case in order to distinguish it from the follow-up test cases. As noted,
for the sine function, we expect that sin(0.49) = sin(2π+0.49) = sin(4π+0.49).
This relationship is referred to as the test result relation. After executing P with
2π+0.49 and 4π+0.49, we can then check whether the following equalities hold:
P(0.49) = P(2π + 0.49) = P(4π + 0.49). If either one of the equalities does not
hold, we know that P contains error. As exemplified by the sine function, a test
case relation may involve the output of the source test case. The success of MT
relies on the existence of a metamorphic relation (MR) which comprises of the
two interrelated relations: the test case relation and the test result relation. Once
an MR is defined, the generation of the follow-up test cases from the source test
case and the verification of the test result relationship can be automated.
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The following are formal definitions of MR and the procedure of MT [13]:
Definition MR Suppose a function f has inputs, I1 = {x1, x2, ..., xi} where
i ≥ 1 and let O1 = {f(x1), f(x2), ..., f(xi)} be the corresponding outputs. Let
S= {f(xs1), f(xs2), ..., f(xsk

)} denote a subset of O1 where S may be empty.
Let I2 = {xi+1, xi+2, ..., xj} be other inputs to f where j ≥ i + 1 and O2 =
{f(xi+1), f(xi+2), ..., f(xj)} be the corresponding outputs. Suppose there exists
a relation R1 among I1, S and I2, and another relation R2 among I1, I2, O1 and
O2 such that R2 must be satisfied whenever R1 is satisfied. Then, a metamorphic
relation MR can be defined as:
MR ={ (x1, x2, ..., xj , f(x1), f(x2), ..., f(xj))| R1(x1, x2, ..., xi, f(xs1), f(xs2), ...,
f(xsk

), xi+1, xi+2, ..., xj) → R2(x1, x2, ..., xj , f(x1), f(x2), ..., f(xj))}
Elements of I1 and I2 are referred to as source test cases and follow-up test
cases, respectively. Relations R1 and R2 are referred to as the test case relation
and the test result relation, respectively.
Procedure MT Suppose the function f is implemented by a program P . The
procedure of MT using the MR described in the above definition consists of the
following steps:

1. Run P using a series of test cases I1 as source test cases and get the corre-
sponding outputs O1.

2. Use R1, I1, and O1 to generate follow-up test cases I2.
3. Run P using I2 as inputs to get the corresponding outputs O2.
4. Check the relation R2: if R2 does not hold then a failure is revealed.

As program failures may be sensitive to different MRs, it is recommended to
identify more than one MR when applying MT. For our sine function example,
other possible MR is as follow. For any inputs x1 and x2 where π/2 < x1 <
x2 < 3π/2, sin(x1) must be greater than sin(x2). Formally speaking, MRsin2 :
π/2 < x1 < x2 < 3π/2→ sin(x1) > sin(x2)

3 Greedy Algorithm on Set Covering Problem

The set covering problem (SCP) is one of the NP-complete problems [14] that
has been well studied in computer science and complexity theory. Given a set of
objects O and a set of requirements R that can be collectively satisfied by objects
in O, SCP is to find the smallest subset of O that satisfies all requirements in
R. For ease of discussion, in this paper, we use a key to represent an object in O
and a lock to represent a requirement in R. SCP can be rephrased as a key-lock
problem (KLP). Given a set K of keys that can collectively open a set L of locks,
find a set of keys in K of smallest size that can open all locks in L.

In this study, we focus on the greedy algorithm (GA) as one of many heuristic
solutions to solve SCP. We refer to the expression of GA in [15] that can be
translated to pseudocode presented in the Appendix. GA consists of a series of
search steps. In each step, it looks for a local optimum which is a key that opens
the largest number of locks that cannot be opened by previously selected keys.
In general, the set of keys selected by GA may not be a global optimum.



4 Testing of Heuristic Methods: A Case Study of Greedy Algorithm

Formally, suppose there are a set of keys, K = {k1, k2, ..., kx} and a set of
locks, L = {l1, l2, ..., ly} where x, y > 0. For every pair (km, ln) ∈ (K × L), we
define r(m,n) as a relationship between key km and lock ln such that r(m,n) = 1
if km opens lock ln and r(m,n) = 0, otherwise. Initially, the relationship r(m,n)
is stored in the (m,n)th element of matrix M , ∀m, 1 ≤ m ≤ x, ∀n, 1 ≤ n ≤ y.
However, M consists of (x+1) rows and (y+1) columns. The additional column
contains all identifiers for the keys in K and the additional row contains all iden-
tifiers for the locks in L. Each M [m][n] corresponds to r(m,n), the relationship
between key km and lock ln where the key identifier km is stored in M [m][y+1],
∀m, 1 ≤ m ≤ x and the lock identifier ln is stored in M [x+1][n], ∀n, 1 ≤ n ≤ y.
Intuitively speaking, M [m][ ] (the mth row), ∀m, 1 ≤ m ≤ x corresponds to key
km and M [ ][n] (the nth column), ∀n, 1 ≤ n ≤ y corresponds to lock ln. Note
that after GA in the Appendix selects the first key, its corresponding rows and
columns (representing locks opened by the key) will be removed. Hence, we need
the extra row and column to identify the remaining keys and locks in M . Matrix
M can be presented as follows:

M =


r(1, 1) r(1, 2) . . . r(1, y) k1

r(2, 1) r(2, 2) . . . r(2, y) k2

. . . . . . .

. . . . . . .
r(x, 1) r(x, 2) . . . r(x, y) kx

l1 l2 . . . ly


Given a set of keys K, a set of locks L, and their relationship stored in a

matrix M , GA considers the number of locks in L that can be opened by each
key in K (in other words, the total number of “1”s appearing in each row of M)
in order to make a series of decisions regarding the local optimum. As all key
identifiers of K and all lock identifiers of L have been embedded in M , GA will
merely analyse M to guide its search process. Basically, GA’s search consists of
iterations of the following steps.

1. For each row of M , count the number of locks opened by the key correspond-
ing to the row. Note: hereafter, the number of locks opened by a key k is
referred as numOpenL(k).

2. Select a key (say kx) in M such that kx can open the most locks in M . In
other words, numOpenL(kx) is the largest among all numOpenL(k) for all
keys k in M . In case of a tie, select the key with the smallest row index.

3. Append the selected key kx to O, an array storing output elements of GA.
4. Remove columns in M corresponding to all locks that can be opened by kx.
5. Remove the row in M corresponding to kx.
6. Repeat steps 1 to 5 until M has one column left.

At the end of the search, M only contains a column storing the identifiers of
unselected keys. However, if all keys are selected into O, this column is empty.
The output of GA is O which contains all keys selected in the search process.

A test oracle for GA can be obtained manually only when the size of M is
small. Even when M is moderate in size (say, with 30 or more rows and columns),
there is an oracle problem for testing the implementation of GA. Therefore, in
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this study we propose to use Metamorphic Testing (MT) to verify the imple-
mentation of GA.

As mentioned, GA uses and manipulates M to determine the local optima
based on the largest numOpenL(km), for each km in M . Details of the algorithm
are presented in the Appendix.

We illustrate GA in an instance of KLP, namely KL-example.
KL-example. Suppose there is a set of keys, {k1, k2, ..., k5}, a set of locks,
{l1, l2, ..., l9}, and the associated input matrix MKL to GA is as follows:

MKL =


1 0 1 0 0 0 1 0 0 k1

1 0 0 1 0 1 0 0 0 k2

0 1 0 0 0 0 1 1 0 k3

1 0 1 0 0 0 1 1 0 k4

0 0 1 0 1 0 0 0 1 k5

l1 l2 l3 l4 l5 l6 l7 l8 l9


Since k4 opens the most number of locks in MKL (that is four locks: l1, l3,

l7 and l8), GA selects k4 as a local optimum and appends k4 to O so that now O
= [k4]. The row corresponding to k4 and the columns corresponding to l1, l3, l7
and l8 are deleted from the matrix. As a result, the matrix is updated as follows:

0 0 0 0 0 k1

0 1 0 1 0 k2

1 0 0 0 0 k3

0 0 1 0 1 k5

l2 l4 l5 l6 l9


In the second round of search, both k2 and k5 open the most number of

remaining locks. However, because the row index of k2 is smaller than the row
index of k5, GA selects k2 so that now O = [k4, k2]. The row corresponding to k2

and columns corresponding to locks opened by k2 (that is, l4 and l6) are deleted
from the matrix. As a result, the matrix is updated as follows:

0 0 0 k1

1 0 0 k3

0 1 1 k5

l2 l5 l9


Using the same procedure, in the third round, k5 is picked as the local opti-

mum so that now O = [k4, k2, k5]. Then the matrix is updated as follows: 0 k1

1 k3

l2


Finally, GA selects k3 so that now O = [k4, k2, k5, k3] and deletes all columns

and rows associated with k3. Then, the matrix is updated as follows:(
k1

)
At this point, the matrix contains only one column. Hence, GA stops the

search process and returns its output O = [k4, k2, k5, k3]. However, in this exam-
ple, we can see that the global minimum solution is [k2, k3, k5]. So how can we
know whether the implementation of GA is correct? (We emphasise that we refer
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to our implementation of GA. We do not know what the output of GA should
be. We do have the output of our program. How do we check it is correct?)

4 Metamorphic Relation (MR)

Identification of MRs is an essential step in conducting MT. In this study, we
propose nine MRs, MR1 to MR9, in applying MT on GA to solve SCP. We use
M and M ′ to denote a source test case and the follow-up test case respectively in
describing the MRs. To illustrate those MRs further, we reuse the KL-example
with MKL as the source test case, as discussed in the previous section. The
follow-up test case generated using a particular MR, say MR-i, is denoted as
M ′(MR-i). In the following discussion, the highlighted cells of M ′(MR-i) indicate
cells modified after applying MR-i. We also use O and O′ to denote the output
of the source and follow-up test cases, respectively and numO to denote the size
(the number of elements) of O. Note that unlike the initial MKL specified in
Section 3, the follow-up test cases M ′(MR-i) in this section may have the mth

row corresponding to a key other than km in K and the nth column to a lock
other than ln in L. We now discuss the nine MRs.
1. MR1 (Interchanging columns related to the key-lock relationship).

If we generate the follow-up test case M ′ by interchanging two columns of
the source test case M which are related to the key-lock relationship, then
O′ = O. (This corresponds to re-labelling two locks, and has no effect on the
keys chosen by GA) For example, if we apply MR1 by interchanging columns
related to l2 and l4 in MKL,

M ′(MR1) =


1 0 1 0 0 0 1 0 0 k1

1 1 0 0 0 1 0 0 0 k2

0 0 0 1 0 0 1 1 0 k3

1 0 1 0 0 0 1 1 0 k4

0 0 1 0 1 0 0 0 1 k5

l1 l4 l3 l2 l5 l6 l7 l8 l9


then we have O′ = O = [k4, k2, k5, k3]

2. MR2 (Adding a useless key row). A key is said to be useless if it cannot
open any locks. If M ′ is obtained from M by adding a row corresponding
to a useless key, then O′ = O. For example, if we apply MR2 to generate
M ′(MR2) by adding a row corresponding to the useless key k6 in MKL,

M ′(MR2) =



1 0 1 0 0 0 1 0 0 k1

1 0 0 1 0 1 0 0 0 k2

0 1 0 0 0 0 1 1 0 k3

1 0 1 0 0 0 1 1 0 k4

0 0 1 0 1 0 0 0 1 k5

0 0 0 0 0 0 0 0 0 k6

l1 l2 l3 l4 l5 l6 l7 l8 l9


then we have O′ = O = [k4, k2, k5, k3]

3. MR3 (Adding an insecure lock column). A lock is insecure if it can be
opened by any key. If M ′ is obtained from M by adding a column corre-
sponding to an insecure lock, then O′ = O. For example, if we apply MR3 to
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generate a follow-up test case M ′(MR3) by adding a column corresponding
to the insecure lock l10 in MKL,

M ′(MR3) =


1 0 1 0 0 0 1 0 0 1 k1

1 0 0 1 0 1 0 0 0 1 k2

0 1 0 0 0 0 1 1 0 1 k3

1 0 1 0 0 0 1 1 0 1 k4

0 0 1 0 1 0 0 0 1 1 k5

l1 l2 l3 l4 l5 l6 l7 l8 l9 l10


then we have O′ = O = [k4, k2, k5, k3]

4. MR4 (Rearranging rows corresponding to the selected keys on top
while preserving their order). M ′ is obtained from M by rearranging 1)
the rows of the selected keys to be the top rows of M ′ while preserving their
selected order and 2) those rows related to unselected keys all placed below
the rows of selected keys, in any order. Then, we have O′ = O. We want to
preserve the ordering so that the checking of the test result relation (O′ = O)
can be implemented in linear time when O is stored as a 1-dimensional array.
For example, if we apply MR4 to generate a follow-up test case M ′(MR4)
from MKL,

M ′(MR4) =


1 0 1 0 0 0 1 1 0 k4

1 0 0 1 0 1 0 0 0 k2

0 0 1 0 1 0 0 0 1 k5

0 1 0 0 0 0 1 1 0 k3

1 0 1 0 0 0 1 0 0 k1

l1 l2 l3 l4 l5 l6 l7 l8 l9


then we have O′ = O = [k4, k2, k5, k3]

5. MR5 (Adding a combined key of two consecutively selected keys).
If two keys are combined together as one key, the resulting key can open
all locks that can be opened by any individual key. The resulting key is
referred to as a combined key of the two individual keys. In applying MR5,
M ′ is obtained from M by appending a row corresponding to a key, say
kx, which combines two selected keys. To simplify the discussion, we restrict
our discussion to the second and third selected keys, namely ko2 and ko3 ,
respectively. In fact, this can be generalized to any two consecutive selected
keys. To generate the follow-up test case, there are two interrelated steps:

(a) (Adding a combined key) Append a row corresponding to kx — the
combined key of ko2 and ko3 . In other words, the relationship between
kx and each lock ln in M can be defined as follow: r(x, n) = 1 if either
r(o2, n) = 1 or r(o3, n) = 1.

(b) (Preserving the ordering) Since the combined key kx may open more
locks than the first selected key ko1 , we need to add N extra locks that
can only be opened by ko1 so that ko1 is selected before kx in the new
solution. By doing so, we can preserve the ordering of the selected keys
so that the test result relation of this MR is simple and easily verified.
If numOpenL(kx) > numOpenL(ko1), then the number of extra locks
needed for ko1 is numOpenL(kx) - numOpenL(ko1). Otherwise, no extra
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locks are needed. Note: a lock that can be opened by one and only one
key kx is referred to as an exclusive lock for kx.

Then, we have kx in the second selected key in O′ and O′ - kx = (O - ko2) -
ko3 . Note that the minus (-) operator here (and also in the rest of the paper)
denotes that the right operand, in this case a key, is deleted from the left
operand, in this case an array of keys. For example, if we apply MR5 to
generate a follow-up test case M ′(MR5) by appending k6 — a combined key
of k2 and k5 — in MKL and then appending two exclusive locks to k4 (l10
and l11) because numOpenL(k4) - numOpenL(k6) = 6− 4 = 2),

M ′(MR5) =



1 0 1 0 0 0 1 0 0 0 0 k1

1 0 0 1 0 1 0 0 0 0 0 k2

0 1 0 0 0 0 1 1 0 0 0 k3

1 0 1 0 0 0 1 1 0 1 1 k4

0 0 1 0 1 0 0 0 1 0 0 k5

1 0 1 1 1 1 0 0 1 0 0 k6

l1 l2 l3 l4 l5 l6 l7 l8 l9 l10 l11


then we have k6 = O′[2] and O′ - k6 = (O - k2) - k5. In this example, O′ =
[k4, k6, k3].

6. MR6 (Excluding a selected key other than the first selected key
while preserving the order of the remaining selected keys). By ex-
cluding a selected key other than the first selected key, say kx, so that it
will not be selected in the next output, we need to reset the selected keys
preceding kx in the original output, so that they can open the locks that can
be opened by the excluded key. In order to preserve the ordering of the re-
maining selected keys for ease of checking the two solutions, we need to take
some precautions. First, we cannot simply reset the selected key preceding
kx in O to be able to open all locks opened by kx. This is because the total
number of locks opened by the key will increase and hence, it is possible
that that key would then be selected earlier. Second, we cannot simply reset
the first selected key ko1 to open all these locks as well. This is because it
is possible that the selection order of the remaining keys might be upset, as
shown in the following example.

M =


1 1 1 1 1 0 0 0 0 0 0 0 0 0 k1

0 0 0 0 0 1 1 1 1 0 0 0 0 0 k2

0 0 0 0 0 0 0 0 1 1 1 0 0 0 k3

0 0 0 0 0 0 0 0 0 0 0 1 1 0 k4

0 0 0 0 0 1 1 0 0 0 0 0 0 1 k5

l1 l2 l3 l4 l5 l6 l7 l8 l9 l10 l11 l12 l13 l14


In this case, we have O = [k1, k2, k3, k4, k5]. Suppose we would like to exclude
k5 in the next output by resetting the first selected key k1 as follows:

M ′ =


1 1 1 1 1 1 1 0 0 0 0 0 0 1 k1

0 0 0 0 0 1 1 1 1 0 0 0 0 0 k2

0 0 0 0 0 0 0 0 1 1 1 0 0 0 k3

0 0 0 0 0 0 0 0 0 0 0 1 1 0 k4

0 0 0 0 0 1 1 0 0 0 0 0 0 1 k5

l1 l2 l3 l4 l5 l6 l7 l8 l9 l10 l11 l12 l13 l14


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Then O′ = [k1, k3, k2, k4] and, hence, the ordering of these previously se-
lected keys is different from that in O. Therefore, in applying MR6, M ′ is
obtained from M by resetting the first selected key ko1 so that it can only
open those locks that can be opened by kx (say kx is O[i], 2 ≤ i ≤ numO)
but not by any key ky where ky = O[j], 2 ≤ j < i. In other words, when
r(x, n) = 1 and r(y, n) = 0 then r(o1, n) is updated to “1”, for all ln in M .
Then, we have O′ = O - kx. For example, suppose we want to apply MR6
to generate M ′(MR6) by excluding k5 of MKL in O′. The first selected key
in O, k4 is reset so that it can open l5 and l9, which are locks that can be
opened by k5 but not by the other selected key preceding k5, which is k2.
The follow-up test case is given by

M ′(MR6) =


1 0 1 0 0 0 1 0 0 k1

1 0 0 1 0 1 0 0 0 k2

0 1 0 0 0 0 1 1 0 k3

1 0 1 0 1 0 1 1 1 k4

0 0 1 0 1 0 0 0 1 k5

l1 l2 l3 l4 l5 l6 l7 l8 l9


and we then have O′ = O - k5. In this example, O′ = [k4, k2, k3].

7. MR7 (Deleting a selected key while preserving the order of the
remaining selected keys). This MR is different from MR6 because the
row corresponding to a selected key say, kx, is deleted from M . All columns
related to locks opened by kx are also deleted from M . However, in order
to preserve the order of the remaining selected keys, we have to add extra
columns corresponding to exclusive locks to each of the selected keys preced-
ing kx in O. In more detail, M ′ is obtained from M in the following manner:
(a) The row corresponding to kx is deleted from M ′.
(b) All locks that can be opened by kx are deleted from M ′.
(c) For each ky, a selected key preceding kx in O, N exclusive locks to ky

are appended to M ′ where N is the number of locks that can be opened
by both kx and ky. Note: a lock that can be opened by both kx and ky

is referred to as share lock of kx and ky. The checking of the share locks
is according to the order of the selected keys preceding kx in O. Once a
lock has been considered as a share lock of any pair of keys, it cannot be
used as a share lock of other pairs.

Then, we have O′ = O - kx. For example, if we apply MR7 to generate a
follow-up test case M ′(MR7) by deleting k3 in MKL, the row corresponding
to k3 and all columns corresponding to locks opened by k3 are deleted. For
the keys preceding k3 in O (that is k4, k2, and k5), we find that k3 and k4

have two share locks; k3 and k2 have no share locks; and k3 and k5 also have
no share locks. Accordingly, we need to add two locks, l10 and l11, that are
exclusive to k4. Hence, the follow-up test case is:

M ′(MR7) =


1 0 1 0 0 0 1 0 0 0 0 k1

1 0 0 1 0 1 0 0 0 0 0 k2

0 1 0 0 0 0 1 1 0 0 0 k3

1 0 1 0 0 0 1 1 0 1 1 k4

0 0 1 0 1 0 0 0 1 0 0 k5

l1 l2 l3 l4 l5 l6 l7 l8 l9 l10 l11


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Note that the darker highlighted cells will be deleted. Then, we have O′ =
O - k3. In this example, O′ = [k4, k2, k5].

8. MR8 (Adding an exclusive lock to an unselected key). If M ′ is ob-
tained from M by adding an extra column that corresponds to an exclusive
lock to a particular unselected key, then we expect that the unselected key
will be in the new solution. Since the unselected key may open other exist-
ing locks, some previously selected key may be excluded from the solution.
However, we cannot pre-determine which key will be excluded. For example,
if we apply MR8 to generate a follow-up test case M ′(MR8) by adding an
exclusive lock l10 to k1 — a key which is unselected in O, then

M ′(MR8) =


1 0 1 0 0 0 1 0 0 1 k1

1 0 0 1 0 1 0 0 0 0 k2

0 1 0 0 0 0 1 1 0 0 k3

1 0 1 0 0 0 1 1 0 0 k4

0 0 1 0 1 0 0 0 1 0 k5

l1 l2 l3 l4 l5 l6 l7 l8 l9 l10


and we have k1 in O′. In this example, O′ = [k1, k2, k3, k5]. Please note that
the key k4 (originally in O) is not in O′ .

9. MR9 (Adding an exclusive lock to an unselected key while preserv-
ing the order of the previously selected keys). This MR is different
from MR8 because the order of the previously selected keys is preserved. In
more details, the follow-up test case M ′ of this MR is obtained as follows:
Add an extra column that corresponds to an exclusive lock to a particular
unselected key and reset the unselected key so that it can open and only
open that exclusive lock. Then, we are guaranteed that the order of the pre-
viously selected keys in both solutions are the same. In other words, we have
O′ - kx = O. For example, if we apply MR9 to generate a follow-up test case
M ′(MR9) by adding an exclusive lock l10 to k1 and resetting k1 such that it
can open and only open l10, then

M ′(MR9) =


0 0 0 0 0 0 0 0 0 1 k1

1 0 0 1 0 1 0 0 0 0 k2

0 1 0 0 0 0 1 1 0 0 k3

1 0 1 0 0 0 1 1 0 0 k4

0 0 1 0 1 0 0 0 1 0 k5

l1 l2 l3 l4 l5 l6 l7 l8 l9 l10


Then, we have O′ - k1 = O. In this example, O′ = [k4, k2, k1, k3, k5]

5 Results and Observation

We applied MT to test a program implementing the algorithm in the Appendix.
It was written in Java and the testing was conducted in a Linux environment. We
applied the fault seeding technique — which is widely used in software testing
experiments ([9], [16])— to create five faulty versions of the program. We inserted
one bug into each faulty version. The bug insertion process used mutant operators
introduced by Agrawal et al. [17]. The mutant operators were chosen randomly
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and independently. Faults resulted from those mutant operators are detailed in
Table 1

Faulty Program Line# Original Statement Faulty Statement

V 1 8 i = 1 i = 2
V 2 11 M [i][j] = 1 M [i][j] 6= 1
V 3 14 noOLocks > maxOLocks noOLocks ≥ maxOLocks
V 4 15 maxOLocks := noOLocks maxOLocks := i
V 5 23 i = 1 i = 2

Table 1. Faults in faulty programs V1 to V5 based on pseudocode in the Appendix

Source test cases were generated in matrix format with random sizes of rows
and columns in the range between 1 and 100 (there were no empty matrix
inputs). The content of matrixes (K, L and their relationship) were also generated
randomly, subject to the constraint that every row had at least one “1” and every
column had at least one “1” (in other words, every key can open at least one lock
and every lock can be opened by at least one key). We generated a test suite
of one hundred test cases. These test cases were used as source test cases for
testing faulty programs V1 to V5 using the nine MRs introduced in Section 4.
The results are presented in Table 2.

From Table 2, we observe that most of the MRs contributed to reveal failure
in at least one faulty version, except MR1, which did not reveal any failures.
This is reasonable because we cannot guarantee that every MR can reveal any
failure. Such a case simply exhibits the general limitation of software testing,
that is, there is no guarantee that a certain fault will be exposed.

MR1 MR2 MR3 MR4 MR5 MR6 MR7 MR8 MR9

V1 0 6 0 93 0 0 0 18 11
V2 0 100 0 2 100 100 69 0 0
V3 0 0 0 100 95 0 0 0 0
V4 0 30 43 100 80 4 25 0 8
V5 0 10 31 56 67 31 31 0 0

Table 2. Percentage of tests revealing failures in the faulty versions by MRs

We consider an entry in Table 2 as the execution of a faulty version using
one hundred pairs of source test cases and follow-up test cases corresponding
to a specific MR. Therefore, we have 9 x 5 = 45 entries in our experiments
of which 24 entries are non-zero. If all pairs of source test cases and follow-up
test cases are considered (a total of 4500 pairs), there are 1210 pairs (26.9 %)
which reveal failures. Given that there is no way to verify the correctness of
the computed outputs, and that MT could be fully automated once the MRs
have been defined, a failure detection effectiveness of 26.9 % is in fact very
encouraging. It should also be noted that to apply MT in generating test cases,
the software test engineers only require minimal programming skills and the
relevant problem domain knowledge.

Different failures in our experiments can be detected by different MRs be-
cause of their different characteristics. For example, the faulty version V2 selects
the key that opens the least number of locks instead of the maximum. Hence,
MR2 can reveal this failure because it adds a useless key (a key that cannot
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open any lock) in the follow-up test case - a key that will be chosen in the faulty
program but not in a correct program. On the contrary, MR3 cannot reveal this
failure because it adds an insecure lock (a lock that can be opened by every key)
in the follow-up test case, and such a key will never be chosen in V2.

As our experiments show that some MRs, say MR4, can reveal more failures
than the others, the selection of good MRs is crucial. Obviously, all MRs could
potentially be used in MT. However, due to resource limitations — in industrial
examples, running test cases even on powerful computers may take many hours
— it is essential to identify which MRs should be given higher priority. Chen et al.
have conducted some case studies on the selection of useful MRs in MT[9]. One
of their general conclusions is that the bigger the differences between program
executions on the source and follow-up test cases, the better are the MRs.

6 Conclusion

Heuristic methods do not deliver exact answers. Accordingly, software imple-
menting these methods are subject to the oracle problem. We propose to apply
metamorphic testing (MT) — an automated property-based testing method —
to test such software. In this study, we investigated the application of MT on
the greedy algorithm (GA) applied to the set covering problem. We identified
nine MRs to apply MT on GA and conducted testing on five faulty versions of
a program implementing GA. Based on the experimental results, we found that
MT reveals at least one failure in each of the faulty versions under investigation.
It demonstrates the fault detection capability of MT in automatically testing
heuristic programs such as GA.

The experimental results report that some MRs can contribute in revealing
more failures than others. This is due to the different characteristics of the MRs.
Hence, it is crucial to select good MRs particularly when the resources are limited
for conducting testing.

Our study is limited by the following threats. (1) Threat to internal validity
(e.g. experimental setup). We have carefully examined the processes to make
sure that no such threat exists. (2) Threat to construct validity (e.g. evaluation
method). The failure detection effectiveness of MT is only studied based on the
percentage of pairs of source and follow-up test cases which revealed failures.
It is worthwhile to examine the effectiveness of MT in other measurements, as
part of the future work. (3) Threat to external validity (e.g. number and size of
subjects in the case study). We only applied MT to one simple program of GA in
the case study. In the future work, it is interesting to investigate the effectiveness
of MT using more and bigger sized programs.

In the future, we also propose to study a new approach for defining MRs.
In the new approach, prior to defining MRs, we will attempt to use knowledge
of possible faults in the software under test, (whereas our current approach is
ad-hoc, defining the MRs independently from the possible faults or in this study,
independently from the mutant generation). The faults can be identified at either
high level (specification-based) or lower level (source code-based). Afterwards,
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we will attempt to define MRs for targeting such faults. We expect that this
approach may contribute a more effective set of MRs than our current approach.
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Appendix: Greedy Algorithm on the Key-Lock Problem

1 INPUT M, where M is a matrix with (x + 1) rows and (y + 1) columns.

2 O := [], an empty array to store the selected keys as GA’s output

3 numO := 0, a variable to count the number of selected keys

4 WHILE (x > 1), DO BEGIN

5 maxOLocks := 0
6 bestRowIndex := 0
7 bestKeyID := 0
8 FOR i = 1 to y, DO BEGIN

9 nOLocks := 0
10 FOR j = 1 to y, DO BEGIN

11 IF M [i][j] = 1, THEN BEGIN

12 nOLocks := nOLocks + 1
13 END

14 IF nOLocks > maxOLocks, THEN BEGIN

15 maxOLocks := nOLocks
16 bestRowIndex := i
17 bestKeyID := M [bestRowIndex][y + 1]
18 END

19 END

20 arrOpenedLocks := []
21 FOR j = 1 to y, DO BEGIN

22 IF M [bestRowIndex][j] = 1 THEN

23 FOR i := 1 to x +1, DO BEGIN

24 append M [i][j] to arrOpenedLocks
25 END

26 END

27 Remove arrOpenedLocks from matrix M
28 Remove M [bestRowIndex][] from matrix M
29 x := x− 1
30 y := y −maxOLocks
31 O[numO] := bestKeyID
32 numO = numO + 1
33 END

34 OUTPUT O


