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Abstract. The developed forecasting algorithm creates trend models based on 

varying length time series by eliminating its oldest member. The constructed 

criterion evaluates the attained models through estimating the ratio between the 

average of the stochastic errors for the forecasted period and the average of real 

values. The best model and forecasting are automatically achieved in contrast to 

statistical software systems SPSS, STATISTICA, etc. where this process is ac-

complished progressively by the user. Therefore, this forecasting algorithm is 

adaptive to the length of time series. Component oriented approach has been 

used for software implementation. Simulation experiments have been carried 

out to test the forecasting algorithm using the multidimensional time series da-

tabase on fishery in Greece. This algorithm is more efficient in case forecasting 

is applied on large number of time series because it saves time and efforts. 

Keywords: varying length time series, automatic model fitting, criterion, adap-
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1 INTRODUCTION 

Time series forecasting refers to the process of identifying past relationships and 

trends in historical data for predicting future values [1]. Forecasting is important in 

time series analysis because it plays a central role in management since it precedes 

decision making [2]. There are many time series analysis techniques related to fore-

casting [3]. Trend modelling can be used for forecasting if it is assumed that the stud-

ied event will follow the same rules during the historical and the forecasted period. 

The attained forecasts are a simple consequence of the trend extrapolation. The ad-

vantages of forecasts based on trend modelling compared to other forecasting meth-

ods are: a) the preliminary evaluation of the forecast stochastic error by trend models 

and b) the determination of the confidence intervals. As a result, the critical limits, on 

which the real values of the studied event fluctuate during the forecasted period, can 

be evaluated.  



While modeling the trend of time series for forecasting purposes, the issue con-

cerning the length of the period, within which the trends will be studied, frequently 

arises. Here there are two tendencies opposing each other. The stochastic error of the 

forecast decreases in longer historical periods. However, by covering a longer histori-

cal period, there is a risk for the model to include the influence of factors that used to 

function in the past, but later disappeared.  

Forecasting time series based on trend modeling is often implemented through us-

ing statistical packages such as SPSS, Statistica etc. However, for reapplying trend 

modeling to different length time series and achieving new forecasted values the same 

procedure is followed manually. In general, in case of forecasting based on large 

numbers of time series, automatic forecasting is more efficient [2], [4]. Two auto-

matic forecasting time series algorithms based on state space and ARIMA models 

have been implemented as R packages for statistical computing [5]. Fuzzy time series 

models and automatic forecasting techniques are developed to improve forecasting 

accuracy [6], [7].   

This work aims to present an adaptive to time series length algorithm in order to 

achieve the best models and forecasted values automatically. The idea is to reapply 

forecasting by decreasing time series length and testing different trend models. As a 

result, different forecasts are achieved giving the opportunity to choose the most 

proper one based on objective criterions.  

2 MATERIALS AND METHODS 

The algorithm is based on the gradual elimination of data from the start of the histori-

cal time series by applying the same trend model to each resultant time series. The 

confidence intervals are evaluated according to the different types of trend models on 

the grounds of which the forecast is achieved.  

Let’s denote:    

yi (i=1, 2,…, n) – time series with length n, 
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iŷ (i=1,2,…, n) – smoothed values by the model 

 

The linear tAAy 10 += and the polynomial second degree 
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210 tAtAAy ++=  trend models are applied to varying length time series. The 

stochastic error of the forecasted value jny
+

ˆ  for linear (equation II) and for polyno-

mial second degree (equation III) model is [8]:  
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where Sy is the standard error by equation I. 

 
The confidence interval for the linear and polynomial second degree models is 

evaluated as follows:  
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jny
+

~  – the attained value of y for the j
th

 year of the forecasted period; 

t[1-α]   – Student’s test at a level of significance α and n-2 degrees of freedom.   

 
From equations II and III it is noticed that the value of the stochastic error depends 

directly on the length of time series n to which the trend model is applied and on the 

length of the forecasted period j. When n increases the value of stochastic error de-

creases while when j increases the stochastic error also does. Stated in other words, 

the greater the historical period is, the smaller the stochastic error becomes and on the 

other hand, the longer the forecasted period is, the greater the stochastic error be-

comes.  

A criterion is created in order to evaluate the forecasts attained from time series 

with different length. The criterion is related to the stochastic error (equation II and 

III). During the elimination of data of time series by decreasing each time the value of 

n by 1, the ratio between the average of the stochastic errors for the forecasted period 

and the average of real values are computed according to the next equation: 
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m is the minimal value of time series length, (m < n). The best trend model and 

forecasting are achieved for the minimal value of C1(d) criterion when varying the 

length time series.  
The created forecasting algorithm, based on trend models applied to varying length 

time series, is presented here for one time series by the following steps: 
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1. Implement steps 2-6 for both trend models; 

2. Procedure for trend modeling; 

3. Procedure for trend model adequacy by F-test. If the model is adequate then go to 

step 4 else go to step 6; 

4. Computation of smoothed values iŷ , i=1, 2, …n and Standard error Sy; 

5. Procedure for estimation and storing of: 

• Forecasted values 1
ˆ

+ny , 2
ˆ

+ny , …, Lny
+

ˆ ; 

• Stochastic errors 
1ˆ

+nye ,
2ˆ

+nye …,
Lnye

+
ˆ ; 

• Confidence intervals by equation IV applying Student’s test; 

• C1(n) value. 

6. Next operation; 

7. n=n – 1; 

8. If n < m then go to step  10 else go to step 9; 

9. Elimination of the most distant year from time series and go to step 1; 

10. Application of the criterion for the best forecasting – MIN (C1(n), C1(n-1), …, 

C1(m)) for both trend models;  

11. Evaluation and printing the best forecasting results based on both trend models. 

 

The algorithm is adaptive to time series length and as a result it gives the ability to 

achieve automatically forecasts based on trend modelling. The perspective of this 

algorithm is to apply different weights on the time series members used for trend 

modeling. The study of this approach will reveal abilities for attaining more precise 

forecasting values.      

3 RESULTS AND DISCUSSION 

3.1 Software and simulation experiment 

Component oriented approach and VB programming language have been used for 

software implementation according to the algorithm. The procedures are placed in 

two modules: 

• The first of them is consisted of procedures for estimating the descriptive statistics 

(mean value, standard deviation, standard error etc) as well as for evaluating the F-

test and Student test; 

• The second one contains the procedures for trend modelling, managing the length 

of time series, stochastic error, confidence intervals, application of the criterion and 

presentation of the results. 

Generally, the procedures in the second module, “call” the procedures from the 

first one. VB programming code is also created for managing Excel-sheets which are 

proper for storing tables containing automatically accessed theoretical values of F-test 



and Student test by the trend modelling and forecasting and forecasting results as 

well.  

A simulation experiment has been carried out to test the forecasting software using 

multidimensional time series database on sea fishery in Greece. Data in database con-

cerns quantities and values of fish catch by areas, fish species, fishing tools and cate-

gory as well as months, kinds of fishery and employment for the period 1990-2011 

[9], [10]. Each time series extracted from FTS database consists of 22 members. For 

the purpose of forecasting it is divided into two parts: the first twenty members are 

used as historical time series and the last two (2010, 2011) are compared with the 

obtained forecasted values for the same years (proportion 20:2). 

3.2 Forecasting results 

The forecasting results presented here are oriented to time series on catch quantity of 

71 sea fish species statistically registered in Greece. Table1 presents the part of the 

obtained results concerning only 10 fish species. Generally, for forecasting purposes 

the optimal time series length on the particular fish species is different. Besides the 

type of trend model used for the forecasts is also different. From 71 fish species there 

are 6 without adequate trend because of big random factor and as a result no forecasts 

are proposed by the algorithm. Almost all these cases concern fish species with small 

amount of catches – mean value for the studied period of time do not exceed 200 

metric tons (Sprat, Skipjack etc). 

Table1.Trend model and optimal length time series 

 Fish code Fish name Trend model 
Optimal length 

time series 

15 Bogue Linear 12 

23 Goatfish Polynomial 2 degree 17 

25 Red bream Polynomial 2 degree 10 

31 Red mullet Linear 12 

35 Bonito Polynomial 2 degree 15 

36 Sprat No adequate model - 

41 Skipjack No adequate model - 

43 Goldline Linear 13 

55 Tune fish Linear 16 

68 Cuttle fish Polynomial 2 degree 18 

 

Table 2 presents more detailed results of the forecasting algorithm applied on 

quantity of catch for fish species “Bogue”, based on linear trend modeling. For each 

varying length historical time series (n = 15, 14, 13, 12, 11) the forecasted values for 

the years 2010 and 2011 as well as the confidence interval (equation IV) and the C1 

criterion (equation V) are also presented. The relative error shows the percentage 



deviation between real and forecasted values. The best forecast is obtained for time 

series length 12 when C1 criterion has the minimum value (Figure1). The obtained 

relative error values are considered satisfactory – 10.87% and 2.47% for the years 

2010 and 2011 respectively.   

Table2. Forecasting results for fish species Bogue by automatic application of linear trend model 

to varying length time series 

Time 

series 

length 

Year 

Fore-

casted  

values 

Confidence interval Real values C1 
Relative  

error % 

2010 2882.92 2464.92  3300.92 3201.69 14.50 9.96 
15 

2011 2683.34 2255.65  3111.03 3405.40 15.94 21.20 

2010 3052.99 2645.02 3460.96 3201.69 13.36 4.64 
14 

2011 2885.30 2466.59 3304.00 3405.40 14.51 15.27 

2010 3311.15 2993.61 3628.69 3201.69 9.59 3.42 
13 

2011 3095.09 2867.97 3522.21 3405.40 10.24 9.12 

2010 3549.77 3363.76 3735.78 3201.69 5.24 10.87 
12 

2011 3484.84 3292.34 3677.34 3405.40 5.52 2.33 

2010 3579.59 3373.36 3785.82 3201.69 5.76 11.80 
11 

2011 3521.54 3306.89 3736.19 3405.40 6.10 3.41 
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 Figure1. Values of C1 criterion between 15-11 length time series for fish species “Bogue” in 

Greek fishery 

 



Table 3 presents the results of the forecasting subroutine application, based on pol-

ynomial second degree trend model, on the “total fish quantity” time series. It is evi-

dent that the best forecasting result is achieved for time series length 9, because the 

value of criterion C1 is the smallest – 2.96 and 3.75, for years 2010 and 2011, respec-

tively. 

Table3. Forecasting results for total quantity of fish catches in Greece 

Time 

series 

length 

Year 
Forecasted 

values 
Confidence interval Real values C1 

Relative error 

% 

20 2010 61479.50 50465.45 72493.55 70122.20 17.91 12.33 

 2011 55345.39 43955.74 66735.04 62871.50 20.58 11.97 

19 2010 69345.30 59130.43 79560.17 70122.20 14.73 1.11 

 2011 66207.68 55611.86 76803.50 62871.50 16.00 5.31 

18 2010 78486.68 69918.60 87054.77 70122.20 10.92 11.93 

 2011 79005.61 70086.60 87924.63 62871.50 11.29 25.66 

17 2010 86653.35 79761.13 93545.58 70122.20 7.95 23.57 

 2011 90610.88 83407.19 97814.57 62871.50 7.95 44.12 

16 2010 92217.97 86049.52 98386.42 70122.20 6.69 31.51 

 2011 98648.66 92171.04 105126.28 62871.50 6.57 56.91 

15 2010 89754.04 83290.40 96217.68 70122.20 7.20 28.00 

 2011 95025.24 88200.23 101850.25 62871.50 7.18 51.14 

14 2010 91224.82 84201.31 98248.32 70122.20 7.70 30.09 

 2011 97231.40 89767.06 104695.74 62871.50 7.68 54.65 

13 2010 89050.90 81438.80 96663.00 70122.20 8.55 26.99 

 2011 93898.06 85745.68 102050.44 62871.50 8.68 49.35 

12 2010 80442.93 75340.46 85545.40 70122.20 6.34 14.72 

 2011 80371.25 74855.87 85886.62 62871.50 6.86 27.83 

11 2010 79141.56 73427.51 84855.61 70122.20 7.22 12.86 

 2011 78269.03 72022.79 84515.28 62871.50 7.98 24.49 

10 2010 71699.59 69295.85 74103.32 70122.20 3.35 2.25 

 2011 65865.75 63201.50 68529.99 62871.50 4.04 4.76 

9 2010 69385.92 67329.52 71442.32 70122.20 2.96 1.05 

 2011 61869.42 59550.33 64188.50 62871.50 3.75 1.59 

8 2010 68904.13 66429.77 71378.50 70122.20 3.59 1.74 

 2011 61002.20 58149.52 63854.88 62871.50 4.68 2.97 

7 2010 66870.92 64342.34 69399.50 70122.20 3.78 4.64 

 2011 57161.69 54161.67 60161.71 62871.50 5.25 9.08 

  
Figure2 presents the real values for total fish catch quantity for time period 1999-

2011 and the forecasted values based on time series length n=11, 9 and 7 (polynomial 

second degree trend model). The results have the following characteristics: 



• Forecast of length 11 is optimistic because trend model uses much bigger values of 

catch quantity at the beginning of the period 1999–2009 than at the end. For the 

opposite reason forecast of length 7 spanning the period 2003–2009 is pessimistic.  

• The most important result consists of the fact that the algorithm automatically finds 

the optimal time series length 9 and the polynomial second degree model for 

achieving the best forecast.  
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 Figure2. Forecasting results for varying time series length n 

 

The obtained results show that the algorithm is adaptive to the dynamic of the fish 

catch quantity process and automatically achieves forecasting results. 

4 CONCLUSION 

This work presents an algorithm applied on time series, capable to achieving optimum 

trend models and forecasting with minimum human intervention. The most significant 

characteristic of the developed algorithm is the varying length time series used for 

automatic model fitting. A criterion related to the stochastic error of the forecasted 

values is constructed for the estimation of the best forecast. When analyzing the set of 

time series the algorithm behaviour is adaptive to time series length and trend model. 

As a result, the forecasts are achieved automatically.  

A component oriented approach has been used for the implementation of the soft-

ware. The forecasting algorithm has been tested on time series sets concerning sea 

fishery in Greece and acceptable forecasting results are attained. The same algorithm 

can be applied in appropriate time series of other branches giving equivalent results as 

well. More efficient results are achieved in case forecasting is applied on large num-

bers of time series because it saves time and efforts. 
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