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Abstract. Applications which help users to schedule events are becom-
ing more and more important. A drawback of most existing applications
is, that the preferences of all participants are revealed to the others. Pre-
viously proposed privacy-friendly solutions could only schedule meetings
if all participants were available at the same time slot.
We propose a new scheme, which overcomes this limitation, i.e., the
meeting can be scheduled at the time slot, where just the majority of
participants is available. Dudle (http://dudle.inf.tu-dresden.de), a
web-application which implements the protocol is presented. We measured
its performance in order to show that the protocol is practical and feasible.
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1 Introduction

There are numerous Web 2.0 applications (e.g., doodle.com, moreganize.ch,
. . .), which allow users to create polls. The most important use case of these
applications is to schedule events. They all have in common, that they disclose
detailed availability patterns of their users. These patterns contain sensible
information in at least two respects. First, one is able to read information directly
out of such a pattern (“Does my boss work after 3pm?”). Secondly, due to the fact,
that these patterns contain much entropy, one is able to connect them with other
information sources easily to read indirect information and re-identify participants
who would otherwise remain pseudonymous (“This availability pattern looks like
Peters who goes to lunch everyday at 11:30.”). All existing applications for event
scheduling allow some privacy settings, but none of them tries to overcome the
need of complete trust in the application server and the poll initiator.

A privacy-friendly and verifiable solution for scheduling a single event, which
reveals only the sum of available participants at every time slot was proposed [1].
Despite being efficient enough for a Web 2.0-implementation, it has the drawback
that unanimous agreement is required for resisting internal attacks.

In this paper we present, a better solution for the problem of internal attackers.
Therefore we discuss two extensions to the original protocol described in [1]. These
extensions prevent internal attacks and allow majority agreement simultaneously.
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2 Related Work

There are several approaches dealing with event scheduling. It can be seen as
distributed constraint satisfaction / optimization problem (DCSP/DCOP) or as
an instance of electronic voting.

Many algorithms for DCSP [2–4] and DCOP [5–7] exist and measurements
of the information leakage were done [8, 9]. With the help of these algorithms,
complex scheduling problems may be solved (e. g., scheduling of many events,
where different subsets of the participants participate in each event with con-
straints about place, travel time etc.). However, all DCOP algorithms share the
problem that they are complex in terms of message exchanges even for basic
scenarios. To solve the problem of message exchanges, agents are used, which
send and receive the messages. As users do not want to setup such an agent at
some server, they have to run it locally and have to be online at the same time.
Therefore, the DCOP approach is too complex in terms of message exchanges
to be implemented in a web application and a simpler solution for the simpler
problem of scheduling a single meeting would be appropriate.

There is a lot of literature about electronic voting [10–16], some of them lead to
implementations [17–19]. 4 observations occur, when event scheduling is done with
e-voting: (1) Only the sum of available participants, not the single availabilities,
can be used to schedule the time slot. (2) The short ballot assumption [20] does
not hold as the availability pattern contains much entropy and there are few
voters (participants). (3) All participants have to be voting officials to minimize
trust in other entities. (4) Coercion resistance is not necessarily required.

To overcome the short ballot assumption, one has to apply an e-voting scheme
for every time slot, which is scheduled. However, if the computational complexity
of the scheme depends on the number of time slots and the number of participants
(voting officials, assumption 3), an application will exceed the possibilities of
current browsers. To illustrate this, we implemented a performance measurement
for a discrete exponentiation modulo a 786 bit long integer using different libraries
and browsers. We measured 3 of the 5 investigated libraries. The remaining two
were too slow to be mentioned here. If, e.g., a scheme would need only one
asymmetric operation per time slot and participant and a concrete poll would ask
for 20 time slots for a meeting with 5 participants, the scheme would need only
for the asymmetric operations about 5 · 20 · 0.78 s = 78 s, using the BigInteger
Library of Wu on a Firefox 3.6, IE 8 would be blocked for at least 4 minutes.
Having a low computation complexity is even more important considering small
mobile devices like smartphones (cp. the last column of Table 1).

Besides e-voting, there are two specific schemes, which try to solve event
scheduling in a privacy-friendly way [1,24], both offering unanimous agreement
only. The main idea of [1] is to use DC-Net [25] to calculate the sum of available
participants to the time slots. Therefore, a dedicated DC-Net round is executed
for every nominated time slot. Each participant sends an encrypted 1 in the
specific round if he is available at the time slot, and 0 otherwise. Through the
homomorphism in the DC-Net, the sum of the votes is calculated. The result of
one DC-Net round is the number of available participants at this time slot.



Table 1. Execution time for an exponentiation modulo a 786 bit long integer in
JavaScript with different libraries. The first 5 columns were measured on an Intel
Pentium 4 Duo with 2.8GHz, 2GB RAM running Windows XP SP3. The last one was
measured on a Motorola Milestone running Android.

IE Firefox Safari Opera Chrome Android
8.0.6001 3.6.12 5.0.3 10.63 8.0.552 Firefox 4.0b2

Wu [21] 2.80 s 0.78 s 0.91 s 0.31 s 0.10 s 7.87 s
Baird [22] 5.05 s 0.43 s 0.15 s 0.18 s 0.16 s 5.10 s
Shapiro [23] 21.47 s 2.12 s 1.18 s 0.99 s 0.61 s (crashes)

𝑡0 𝑡1 𝑡2 𝑡3

Alice 0 1 0 0
Bob 1 1 0 1
Mallory −1 −1 −1 1∑︀

0 1 −1 2

(a) attacking with −1

𝑡0 𝑡1 𝑡2 𝑡3

Alice 0 1 0 0
Bob 1 1 0 1
Mallory 0 0 0 2∑︀

1 2 0 3

(b) attacking with +2

Fig. 1. Different ways to attack a poll if Mallory wants 𝑡3 to win. The plain text votes
(𝑣𝑢,𝑡) are displayed.

The main problem of using the DC-Net is that a participant may send values
different from 0 or 1. I.e., a participant may send values below 0 to lower the
chance for a specific time slot of being chosen, and values above 1 to increase
it. An example of this is illustrated in Fig. 1. The tables show two polls with
3 participants and 4 time slots (𝑡0, . . . , 𝑡3). The unencrypted votes are shown
inside each table (𝑣𝑢,𝑡 ∈ {0, 1}). Mallory manipulates the poll in a way that time
slot 𝑡3 results in the largest sum. Because of the anonymization of all messages
through the DC-Net, Mallory’s attack is hidden to Alice and Bob.

In the following, we will discuss how to extend the original protocol [1] in a
way that sending values different from 0 or 1 can be prevented without the need
of unanimous agreement (which was used there to overcome the problem).

3 Preventing (−1)-Attacks

The main idea for preventing (−1)-attacks is the fact that the results of a DC-Net
at some time slot must not be lower than 0. I.e., in Fig. 1a the attack cannot be
detected at time slot 𝑡0 and 𝑡1, but it is visible at time slot 𝑡2, where the result is
−1. If all participants are honest, the result of every time slot should be a value
between 0 and the number of all participants.

Instead of using one dedicated DC-Net round for every time slot, we use several
simultaneously running DC-Net rounds. Let 𝐼 be the number of simultaneously



running DC-Net rounds (we will see later in this section, that 𝐼 should be chosen
in some dependence of the number of participants). Every participant 𝑢 splits
each vote 𝑣𝑢,𝑡 ∈ {0, 1} into 𝐼 partial votes 𝑣𝑢,𝑡,0, . . . , 𝑣𝑢,𝑡,𝐼−1 such that:

1. An index 𝑗 ∈ Z𝐼 for one partial vote is chosen randomly and kept secret.
2. The partial vote with index 𝑗 (𝑣𝑢,𝑡,𝑗) is equal to the actual vote 𝑣𝑢,𝑡 .
3. The remaining 𝐼 − 1 partial votes are equal to 0.

Let 𝑇 be the set of time slots, 𝑈 the set of participants of the poll, 𝜎𝑡 the
number of available participants at time slot 𝑡, 𝑘𝑢,𝑢′,𝑡,𝑖 the DC-Key between
two voters, and 𝑑𝑢,𝑡,𝑖 the encrypted vote within a DC-Net round (𝑑𝑢,𝑡,𝑖 =
𝑣𝑢,𝑡,𝑖+

∑︀
𝑢′∈𝑈,𝑢′ ̸=𝑢 𝑘𝑢,𝑢′,𝑡,𝑖). If all participants are honest, the following properties

result from the construction:

1. For all time slots 𝑡 ∈ 𝑇 and partial vote indices 𝑖 ∈ Z𝐼 , the sum of all
partial votes of all participants is an element between 0 and the number of
participants (∀𝑡, 𝑖 :

∑︀
𝑢∈𝑈 𝑣𝑢,𝑡,𝑖 =

∑︀
𝑢∈𝑈 𝑑𝑢,𝑡,𝑖 ∈ {0, . . . , |𝑈 |}).

2. At one time slot, the sum of all partial votes of all participants is the sum of
all available participants at this time slot (𝜎𝑡 =

∑︀
𝑢∈𝑈,𝑖∈Z𝐼

𝑣𝑢,𝑡,𝑖).

In Fig. 1, we have seen that an attacker has to guess at which time slot a
honest participant will send a 1. With the proposed extension it is not sufficient
for the attacker Mallory to guess the availability of another participant, she
further has to guess at which partial vote the actual vote was sent. This is
difficult as long as the chosen partial vote index is random, kept secret, and the
number of partial votes per time slot Z𝐼 is sufficiently high.

Fig. 2 shows an example of the vote vector splitting with 𝐼 = 3, where Mallory
tries to send a −1 at 𝑡1 (𝑣𝑢𝑚,𝑡1 = −1). The left table shows the original protocol.
There the attack would remain undetected as all elements of the result vector
are in the allowed range. The right table shows the same vote vectors split into
several vectors. There, for time slot 𝑡1 Alice has chosen the first table (𝑖 = 0) for
her vote (𝑣𝑢𝑎,𝑡1,0 = 𝑣𝑢𝑎,𝑡1 = 1) and Bob has chosen the second one. As Mallory
has chosen the third table (𝑖 = 2) her attack can be detected.

Note, that the enrypted vote vectors must not be published until the last
participant has sent his vector. Otherwise, if the server would cooperate with
Mallory, she may wait until all other participants sent their vote and then
calculate the preliminary result before casting her own vote. This allows her to
state −1s where other participants sent a 1. As already stated in the original
protocol, this restriction can be relaxed with one additional communication phase
in which all voters have to commit to their votes [1].

3.1 Verifiability

When verifying that no attack occurred, we can distinguish two cases: (1) In
the simpler case, one DC-Net round results −1 (

∑︀
𝑢∈𝑈 𝑑𝑢,𝑡,𝑖 = −1). This case

occurred in the example in Fig. 2. (2) In a more complex scenario, some participant
sent a 1 in some DC-Net round, but the result equals 0 due to a (−1)-attack.



𝑡0 𝑡1 𝑡2 𝑡3

Alice 0 1 0 0
Bob 1 1 0 1
Mallory 0 −1 0 1∑︀

1 1 0 2

𝑡0 𝑡1 𝑡2 𝑡3

Alice 0 1 0 0 𝑖
=

0

Bob 0 0 0 0
Mallory 0 0 0 0∑︀

0 1 0 0

Alice 0 0 0 0 𝑖
=

1

Bob 0 1 0 1
Mallory 0 0 0 1∑︀

0 1 0 2

Alice 0 0 0 0 𝑖
=

2

Bob 1 0 0 0
Mallory 0 −1 0 0∑︀

1 −1 0 0∑︀
1 1 0 2

Fig. 2. Split the votes into several partial votes. While Mallory’s attack remains
undetected in the left table, Alice and Bob are able to detect it in the right one.

This may also occur in the original protocol. Bob for example can detect that
Mallory has cheated at 𝑡0 in Fig. 1a. However, to prove that Mallory has cheated
at 𝑡0, Bob has to give up his privacy. In such a case, Bob can decide for himself
what is worth more, his privacy or to unmask Mallory.

We first discuss the case where privacy is the most valuable good, and we
discuss situations later where participants are willing to give up their privacy for
unmasking attackers. For reasons of simplicity, we write all calculations which are
done in the DC-Net without the modulo operations. We consider only 1 attacker.

Without Privacy-Loss Checking the correctness of a poll can be expressed by a
function. It takes all messages sent within the poll and returns true if the poll was
correct, and false otherwise 𝒱 : Z|𝑈 |×|𝑇 |×𝐼 → {true, false}. Let 𝑑 ∈ Z|𝑈 |×|𝑇 |×𝐼

be the 3-dimensional array of all DC-Net messages containing elements of 𝑑𝑢,𝑡,𝑖
for a DC-Net message from participant 𝑢 at time slot 𝑡 and partial vote index 𝑖.
The function which checks the correctness of the poll is defined as:

𝒱(𝑑) =

{︃
true if ∀𝑡 ∈ 𝑇, 𝑖 ∈ Z𝐼 :

∑︀
𝑢∈𝑈 𝑑𝑢,𝑡,𝑖 ∈ {0, . . . , |𝑈 |}

false otherwise.
(1)

We assume one attacker Mallory (𝑢𝑚) who tries to send a −1 at time slot
𝑡. With an increasing amount of participants, voting for 𝑡, the probability of
detection would decrease. In a worst case scenario w.r.t. detecting attackers all
honest participants (|𝑈 | − 1) send a 1 for all time slots and therefore the lower
bound of the probability to detect the attack is

𝑃 (𝒱(𝑑) = false | 𝑣𝑢𝑚,𝑡 = −1) ≥
(︂
𝐼 − 1

𝐼

)︂|𝑈 |−1

. (2)



The probability of successfully performing an attack would increase with an
increasing number of participants. Therefore, one should choose the number of
DC-Net rounds 𝐼 dependent on the number of participants. If Mallory tries to
send a −2 the chance of detection increases, but this is out of scope of this paper.

With Privacy-Loss We already discussed that a person who sent a 1 in a
DC-Net which results in 0 is in the position to unmask the attacker with the
drawback of giving up his privacy.1 For such a case, we can define another
function checking the correctness of the poll. This function will return false if
there exists a participant 𝑢𝑝, who can prove that he sent a 1 at a time slot 𝑡 and
DC-Net round with partial vote index 𝑖 which resulted in 0 (

∑︀
𝑢∈𝑈 𝑑𝑢,𝑡,𝑖 = 0).2

Let �̄� ∈ Z|𝑈 |×(|𝑈 |−1)×|𝑇 |×𝐼 be the 4-dimensional array of all keys used in all
DC-Nets of the poll. The function which checks the correctness of the poll under
the assumption that all participants are willing to disclose their availability at
one time slot to unmask an attacker is defined as

ℬ
(︀
𝑑, �̄�

)︀
=

⎧⎪⎪⎨⎪⎪⎩
true if ¬∃𝑢𝑝 ∈ 𝑈, 𝑡 ∈ 𝑇, 𝑖 ∈ Z𝐼 :(︀∑︀

𝑢∈𝑈 𝑑𝑢,𝑡,𝑖 = 0
)︀
∧
(︁
𝑑𝑢𝑝,𝑡,𝑖 +

∑︀
𝑢∈𝑈,𝑢 ̸=𝑢𝑝

𝑘𝑢𝑝,𝑢,𝑡,𝑖 = 1
)︁

false otherwise.

(3)
Now, Mallory needs two honest participants sending a 1 in the same DC-Net

round to hide her (-1)-attack under these assumptions.3 The probability that
this attack is detected is calculated by adding the probabilities of the two cases
(1) nobody choses Mallory’s DC-Net, and (2) one participant choses Mallory’s
DC-Net. For case 1, the sum of the attacked DC-Net will be −1 and therefore
𝒱(𝑑) will fail (see Equation 2). The lower bound4 for the probability of case 2 is
the probability where the output of ℬ

(︀
𝑑, �̄�

)︀
is false and can be calculated with

𝑃 (ℬ
(︀
𝑑, �̄�

)︀
= false | 𝑣𝑢,𝑡 = −1) ≥ (|𝑈 | − 1) · 1

𝐼
·
(︂
𝐼 − 1

𝐼

)︂|𝑈 |−2

. (4)

Note that it is not possible, that 𝒱(𝑑) = false and ℬ
(︀
𝑑, �̄�

)︀
= false (cp.

Footnote 2) if we stick to only one attack at one time and therefore we can add
the probabilities of Equations 2 and 4 to get the overall probability of detecting a
(−1)-attack if users are willing to disclose their availability to unmask attackers.

Summary Table 2 illustrates these formulas with some example values. One
can see that splitting the vote vector into 20 partial vote vectors makes it rather

1 E. g., Bob could detect that Mallory cheated at 𝑡0 in Fig. 1a.
2 If this sum is lower than 0, an attack occurred as well. However, as this attack would
be discovered by function 𝒱(𝑑) (Equation 1), we want to neglect this case here.

3 This is like trying to perform a (−2)-attack without privacy-loss, but choosing one
partial DC-Net to send the −2.

4 All |𝑈 | − 1 honest participants voted for the attacked time slot



Table 2. Lower bounds for the probability of successfully detecting an attack

𝐼 |𝑈 | (a) (b) (c)

20 15 48.8% 84.7% (35.9%)
20 5 81.5% 98.6% (17.1%)
50 15 75.4% 96.9% (21.5%)
50 5 92.2% 99.8% ( 7.5%)

100 15 86.9% 99.2% (12.3%)
100 5 96.1% 99.9% ( 3.9%)

(a) without giving up privacy
𝑃 (𝒱(𝑑) = false | 𝑣𝑢,𝑡 = −1)

(b) with privacy-loss 𝑃 (𝒱(𝑑) =
false ∨ ℬ

(︀
𝑑, �̄�

)︀
= false | 𝑣𝑢,𝑡 = −1)

(c) probability of privacy-loss
𝑃 (ℬ

(︀
𝑑, �̄�

)︀
= false | 𝑣𝑢,𝑡 = −1)

unlikely to perform an undetected attack against small polls with 5 participants.
The chance to detect a (−1)-vote at each time slot is at least5 81.5 %. Additionally
to these 81.5 %, the attack can be discovered with a probability of 17.1 % by one
of the participants. If all participants are willing to disclose their availability at
the attacked time slot, the detection probability is at least 98.6 %.

In case of 𝒱(𝑑) = false, the decryption of the DC-Net round can be requested
where the invalid value occured. Therefore every participant has to reveal his key
for the DC-Net round. The single votes can be decrypted with the keys which
identifies the attacker. The attacker may modify her key to hide her attack in
this phase. However, this can be prevented in the same way as it was proposed
for the verification phase of the original protocol.

However, if availabilities should not be disclosed under any circumstances,
the attacker identification phase may be skipped. One has to accept in this case
that attackers are able to perform denial of service attacks anonymously. Then
one may decide with function 𝒱(𝑑) (Equation 1) that some attack occurred, but
skip revealing keys to avoid possible decryption of votes. Note that the decision
to perform a poll with identification phase or without has to be accepted by all
participants. If every participant may decide on his own, an attacker will always
refuse to reveal her keys, stating she has to cover some vote.

If a participant discovers an attack with the function ℬ
(︀
𝑑, �̄�

)︀
, he may decide

on his own if he gives up his privacy to unmask the attacker. Therefore, the lower
bound for the probability of detecting an attack is between both lower bounds.

3.2 Privacy

The possible decryption in the identification phase to detect the attacker may
be a privacy problem. The original protocol had the same decryption in the
verification phase. However, unlike in the original protocol, the probability that
this really is a privacy problem is very low, as the attacker has to guess the index
for the DC-Net round where the victim sent his vote. The probability of guessing
the index of a specific victim is 1

𝐼 .
Attacking more than one DC-Net round with negative values to increase the

probability of hitting the victim’s DC-Net does not help the attacker, because

5 if all 4 honest participants vote for a time slot



the goal of the honest participants is to find only one DC-Net which was attacked.
Therefore, it is enough to disclose the keys for one attacked round. The algorithm
to choose the DC-Net round to be disclosed should choose one of the rounds
with the lowest sum. The function 𝒟 : Z

|𝑈 |×|𝑇 |×𝐼
𝑛 → 𝒫(𝑇 ×Z𝐼) which takes all

DC-Net messages as input, and results a set of time slot-partial vote index-pairs
(𝑡, 𝑖) which should be disclosed, can be defined as

𝒟(𝑑) =

{︃
(𝑡, 𝑖) :

∑︁
𝑢∈𝑈

𝑑𝑢,𝑡,𝑖 = min
𝑡′∈𝑇,𝑖′∈Z𝐼

{︃∑︁
𝑢∈𝑈

𝑑𝑢,𝑡′,𝑖′

}︃}︃
. (5)

However, as already discussed in Section 3.1, one may decide to skip attacker
identification, with the drawback, that denial of service attacks are possible then.

The privacy of a message in the DC-Net depends only on the secrecy of the
keys. This is the same for the original as well as the new protocol but splitting
the vote vector into several parts introduces a new point of attack. Now, the
anonymity of the message also depends on the randomness and secrecy of the
partial vote index. If an attacker can predict at which DC-Net rounds messages
from some participants occur, she can separate the other messages into smaller
anonymity sets. If all participants distribute their votes randomly over all rounds,
Mallory needs the cooperation of the other participants to deanonymize her
victim. However, deanonymization can be done without the help of the different
partial DC-Nets, if participants disclose their shared DC-Net keys.

In a successful schedule with no attacker, one sum for every time slot with
the number of all available participants is disclosed.

4 Preventing (+2)-Attacks

In the example of Fig. 1b, Alice can detect a (+2)-attack of Mallory as she knows
that the sum is an element of {0, . . . , |𝑈 | − 1}. However, it may be the case that
nobody voted for a time slot (cp. e.g., time slot 𝑡2 of Fig. 1b) where a 2 is sent.
In such a case neither Alice nor Bob can detect the attack on their own.

A simple solution to this attack would be to request the verification phase
in any case for the agreed time slot. This would neither be privacy-friendly nor
efficient in terms of message exchanges.

In the following, another solution is proposed. The main idea is to reduce the
problem of preventing (+2)-attacks to the already solved problem of preventing
-1-attacks. Therefore, in addition to the normal poll, every participant sends his
votes for the same time slots in a check poll. Every participant 𝑢 calculates for
every time slot 𝑡 a check vote 𝑣′𝑢,𝑡 which depends on his vote 𝑣𝑢,𝑡 such that

𝑣𝑢,𝑡 + 𝑣′𝑢,𝑡 = 1. (6)

With the check votes 𝑣′𝑢,𝑡 , a check poll is done like for the normal poll.
The sum of both result vectors, the one from the normal poll and the one

from the check poll, should be a vector where all elements are equal to the



normal poll

𝑡0 𝑡1 𝑡2 𝑡3

Alice 0 1 0 0
Bob 1 1 0 1
Mallory 0 0 0 2∑︀

1 2 0 3

check poll

𝑡0 𝑡1 𝑡2 𝑡3

Alice 1 0 1 1
Bob 0 0 1 0
Mallory 1 1 1 −1∑︀

2 1 3 0

∑︀
3 3 3 3

Fig. 3. By the use of a check poll, the (+2)-attack can be reduced to the (−1)-attack.
Mallory has to send a −1 at 𝑡3 in the right table, because the sum regarding 𝑡3 of both
tables would not be equal to the number of participants otherwise.

number of participants |𝑈 |. By checking this property, it is ensured that every
participant calculated the check vote vector according to Equation 6. If Mallory
wants to send a 2 for some time slot, she then has to send a −1 in the check poll.
However, splitting the check vote vector into several ones, this attack can be
prevented in the same way (−1)-attacks were prevented within the vote vector.
Fig. 3 illustrates the whole process.

Let 𝑑 be the 3-dimensional array of all DC-Net messages sent to the normal
poll and 𝑑′ be the 3-dimensional array of all DC-Net messages sent to the check
DC-Nets. The verification function of correctness is defined as

𝒞(𝑑,𝑑′) =

{︃
true if ∀𝑡 ∈ 𝑇 : |𝑈 | =

∑︀
𝑢∈𝑈,𝑖∈Z𝐼

(︀
𝑑𝑢,𝑡,𝑖 + 𝑑′𝑢,𝑡,𝑖

)︀
false otherwise.

(7)

4.1 Verifiability

When evaluating the result, two kinds of inconsistencies may occur: the sum of
both polls may be lower or higher than the number of participants. As we split
the votes into several ones (cp. Section 3), we do not consider (−1)-attacks at
this point. Therefore, a value lower than the number of participants may occur
only if one or more participants sent 𝑣𝑢,𝑡 = 𝑣′𝑢,𝑡 = 0. Having such a case would
mean that the number of available participants 𝜎𝑡 would be the result of the
normal poll at least. The difference of the sum of both polls and the total number
of participants are wrongly cast votes.

The second kind of inconsistency is if the sum of both polls is higher than
the number of participants. As we prevented (−1)-votes, the result of the normal
poll at a time slot 𝑡 should be greater or equal than the number of available
participants at this time slot. In addition, the number of available participants is
greater or equal than the total number of participants minus the result of the
check poll at a certain time slot. Putting both inequations together, one obtains
a range which expresses the possible number of available participants:∑︁

𝑖∈𝐼,𝑢∈𝑈

𝑑𝑢,𝑡,𝑖 ≥ 𝜎𝑡 ≥ |𝑈 | −
∑︁

𝑖∈𝐼,𝑢∈𝑈

𝑑′𝑢,𝑡,𝑖. (8)



Table 3. Comparison of the computational complexity of the original protocol with
unanimous agreement and the scheme with our extension (assuming no attack).

discrete exp. symmetric decr. hash values

original protocol |𝑈 | − 1 |𝑇 | · (|𝑈 | − 1) |𝑇 | · (|𝑈 | − 1)
new scheme |𝑈 | − 1 2 · 𝐼 · |𝑇 | · (|𝑈 | − 1) 2 · 𝐼 · |𝑇 | · (|𝑈 | − 1)

However, as an attacker may manipulate his vote in a way that this range results
in {0, . . . , |𝑈 |}, he may attack the availability of the poll in such a way. To
unmask the attacker, all DC-Net rounds for the inconsistent time slot can be
decrypted as shown before. If the attack discovery goes along with some cost
(penalty, reputation loss, etc.), it makes such attacks unattractive.

4.2 Privacy

During the verification phase of an inconsistent check poll, the availability of
all participants at the inconsistent time slot are disclosed. To avoid disclosure
of all availabilities, one may disclose the DC-Net rounds step by step and stop
when the attacker is found. The sequence of disclosure should therefore be a fixed
order, which is not known before every participant stated his vote.6

In a successful run, no more information is disclosed than in the original
protocol, the check poll contains only redundant information.

4.3 Computational Complexity

The extension presented in this paper affects the computational complexity of
the original protocol only in terms of symmetric cryptographic operations, i.e.,
the amount of asymmetric cryptographic operations is not affected. The number
symmetric operations of the original scheme increases with the number of DC-Net
rounds 𝐼 and is doubled due to the check poll. Table 3 compares the complexity
of our extension with the complexity of the original protocol.

5 Implementation

An implementation of the protocol is available at dudle.inf.tu-dresden.de.
The cryptographic operations are implemented in JavaScript; no installation on
the client side is needed.

The implementation has been done using the JavaScript BigInteger library
from Tom Wu [21]. Like in the original protocol, a symmetric cipher and a hash
function is used for key generation. AES-128 and SHA-256 from the JavaScript
libraries of B. Poettering are used here [26].

6 E.g., every participant may commit himself to a random number together with his
vote vector. In case of verification all commitments are revealed and the random
numbers are added to one single seed which is used to bootstrap a sequence.

http://dudle.inf.tu-dresden.de


Table 4. Performance measurement of the key calculation in a poll with |𝑈 | = 5,
|𝑇 | = 20 and 𝐼 = 20. The first 5 columns were measured on an Intel Pentium 4 Duo
with 2.8GHz, 2GB RAM running Windows XP SP3. The last one was measured on a
Motorola Milestone running Android.

IE Firefox Safari Opera Chrome Android
8.0.6001 3.6.12 5.0.3 10.63 8.0.552 Firefox 4.0b2

AES-128+SHA-256 18.4 s 7.7 s 2.9 s 1.4 s 2.8 s 31.7 s
DH 15.0 s 11.7 s 8.2 s 2.0 s 2.5 s 40.5 s
total 37.6 s 22.5 s 13.5 s 4.3 s 6.3 s 84.2 s

Table 4 shows a performance measurement of the key calculation for an
example poll. One can see, that the calculation needs about 23 s, using Firefox
3.6.12. If browsers run a script which needs longer calculation time, it is usual that
the browser asks the user if he wants to stop the script. To avoid these pop-ups,
the BigInteger library was modified in a way that it calculates exponentiations
asynchronously with a callback function. This enables the calculation to be forked
in the background and the browser remains responsive. The user can enter his
availabilities, while the browser calculates the keys. The submit button is enabled
after the calculation has been done. Assuming, that a user needs some time to
enter his preferences (look up the time slots in his personal calendar, click the
buttons etc.), there is no extra waiting time.

6 Conclusion

We proposed a scheme, which is able to schedule events in a privacy-enhanced
way. Our scheme prevents attacks to neglect or promote certain time slots, has no
negative influence on the privacy and affect the computational complexity only
in terms of symmetric cryptographic operations. To demonstrate that the scheme
performs in practice, we presented Dudle, an implementation of the scheme in
JavaScript. Due to the use of JavaScript for all client side operations, no installa-
tion is needed for the user. We therefore showed, that complex cryptography is
possible in zero footprint applications.
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1. Kellermann, B., Böhme, R.: Privacy-enhanced event scheduling. In: CSE (3). IEEE
Computer Society (2009) 52–59



2. Silaghi, M.C., Sam-Haroud, D., Faltings, B.: Asynchronous search with aggregations.
In: AAAI/IAAI. AAAI Press / The MIT Press (2000) 917–922

3. Yokoo, M., Hirayama, K.: Algorithms for distributed constraint satisfaction: A
review. Autonomous Agents and Multi-Agent Systems 3(2) (2000) 185–207
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