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Abstract This paper presents a provably secure and efficient key agreement pro-
tocol (SNKE) using private key authentication. The distinguishing features of pro-
tocol SNKE are: (a) ease of implementation in the 802.15.4 stack (it makes use
of the cryptographic services provided by the media access layer); (b) availability
of two operation modes (hash-chain and key-renewal modes) with forward secrecy
achieved (in key-renewal mode) with a modest computational effort.
In addition, the key distribution scheme, which may be either based on group

keys or pairwise keys, combined with both operation modes offers effective levels
of protection against long-term key compromise.
The protocol was designed to meet the strict power and energy constraints of low-

rate wireless personal area networks (802.15.4 WPANs). Indeed, the foreseeable
applications include the deployment of standard-compliant secure wireless sensor
networks (WSNs).

1.1 Introduction

The latest version of the IEEE 802.15.4 standard [16] provides a comprehensive
specification for the physical and media access control layers of low-rate wireless
personal area networks (LR-WPAN). LR-WPANs are essentially aimed at support-
ing low cost, low power and reliable applications such as industrial monitoring
and control, home automation, sensor networks and medical solutions. The stan-
dard specifies two different device types: (a) full-function devices (FFDs) and (b)
reduced-function devices (RFDs). A FFD may operate in PAN coordinator, coordi-
nator or device modes and interacts with both RFDs and FFDs. On the other hand,
an RFD is intended for lightweight applications and can communicate only with
FFDs. Three networking topologies are generally supported, i.e. star, peer-to-peer
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or cluster-tree. RFDs can associate with a single FFD at a time thus forming only
star network topologies. A network shall include at least one PAN coordinator which
may have greater c! omputational resources than any other node in the PAN.
Over-the-air networks are inherently less secure than wired networks since at-

tackers with the technology can intercept protocol transcripts with little effort (e.g.
by making use of a portable computer with a 802.15.4 compliant radio interface
or a scanner). Therefore, many applications need to ensure the confidentiality and
integrity of the data flowing among the communicating nodes in the LR-WPAN.
Furthermore, in hostile environments the opponent may succeed in obtaining the
long-term keying material stored on a node. As a result, the attacker not only may
learn confidential data exchanged in past communications (secured with previously
established sessions keys) but, even worse, could modify and inject messages to
influence the events for her own advantage (e.g. sensor networks deployed on a
battlefield).
In this paper we present protocol SNKE, a secure and efficient key agreement

scheme for establishing secure links in a LR-WPAN. The protocol makes use of
private key cryptographic primitives to account for the energy constraints of devices
forming the network and uses long-term shared keys to authenticate the communi-
cating principals. In terms of energy consumption it is well known that private key
algorithms are superior to public key cryptography.
Recently, many schemes based on pre-distributed keys have been proposed to

avoid the computational overhead required by key agreement protocols; the general
approach is to use either a unique network-wide shared key or a set of keys randomly
chosen from a key pool so that two nodes share at least one key with high probability.
However, the main drawbacks of these schemes is the lack of scalability and a higher
vulnerability to node exposure.
To avoid the above shortcomings, protocol SNKE incorporates a key renewal

mechanism; the long term private key shared by any two principals is replaced by
a new value at the completion of the protocol execution. As a result, the protocol
enjoys forward secrecy while requiring only a modest computational load on low
resource devices (RFD nodes). As an additional benefit, protocol SKNE can be ef-
fectively implemented on top of the security services offered by the 802.15.4 media
access control layer (WPAN-MAC).

1.2 Related work

There is a relatively small number of key agreement protocols based on symmet-
ric key techniques. This is so mainly because key management is considered trou-
blesome with symmetric key cryptosystems although the resulting algorithms are
much more efficient. On the other hand, public-key cryptosystems can simplify the
key management process but it turns out that ensuring the authenticity of the public
keys is not less trivial than distributing symmetric keys.
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Table 1.1 considers the most significant properties of key agreement protocols
and compares several well known schemes found in the literature with protocol
SNKE. As shown in column one, protocol SNKE competes with the others in terms
of the required message flows. Column two enumerates the cryptographic primitives
used as the basic building blocks, with ENC standing for “symmetric encryption”
and MAC for “message authentication code” (the number in the parenthesis counts
the invocations of the primitive for each side in a run of the protocol). Column three
reveals whether the protocols provide key confirmation while column four clearly
indicates that protocol SNKE is the only one providing forward secrecy (FS). Fi-
nally, column five indicates whether there are successful attacks against the proto-
cols published in the literature.
Note that we do not consider key agreement protocols that are not strictly based

on private key cryptography (even if they are more recent) or that require a trusted
on-line third party (e.g. Kerberos key distribution); for example, SEKEN [18] albeit
being an interesting proposal makes use of public keys (it is a key transport protocol)
and also requires a base station to maintain an updated map of the network topology.

Table 1.1 Comparison of symmetric-cryptography key agreement protocols
↓Protocol/Property→ Flows Primitives Key. Conf. FS Attacks
Andrew RPC[28] 4 ENC(4) - No Yes
2PKDP[19] 3 ENC(2) A,B No No

ISO/IEC Mech. 5[17] 2 ENC(2) A No No
ISO/IEC Mech. 6[17] 3 ENC(2) A No No

AKEP1 [5] 3 ENC(1),MAC(2) A,B No Yes
SNKE 3 ENC(1),MAC(1) A,B Yes No

1.3 Protocol Specification

1.3.1 Preliminaries

If X is a finite set then x R
← X denotes the sampling of an element uniformly at

random from X . If α is neither an algorithm nor a set x← α represents a simple as-
signment statement. The symbol ⊕ denotes bitwise exclusive or on strings of equal
length. Let H : {0,1}∗ → {0,1}ℓ denote a cryptographic hash function. We assume
that hash functions behave like random functions (random oracles [6]).
A keyed message authentication code (MAC) is a 3-tuple of polynomial time

algorithms ⟨key(·),tagκ(·),verκ(·)⟩ where (a) key(·) is a randomized key gen-
eration algorithm that returns a cryptographic key κ when the input is 1ℓ (ℓ is the
security parameter); (b) tagκ(m) is a (randomized) algorithm that accepts message
m ∈ {0,1}∗, key κ in input and returns a tag τ; (c) verκ(τ) is a (deterministic)
tag verification algorithm that accepts (m, τ) in input and returns 1 iff tagκ(m) = τ
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otherwise it returns 0. We also require a correctness condition where for all m in
the message space if tagκ(m) = τ then verκ(m,τ) should output 1. The stan-
dard security notion for MACs requires resistance to strong unforgeability against
chosen-message ! attacks (SUF-CMA, [4]).
A private key encryption scheme (ENC) is a 3-tuple of polynomial time algo-

rithms ⟨key(·),encκ(·),decκ(·)⟩ where (a) key(1ℓ) is a randomized key genera-
tion algorithm that returns a cryptographic key κ on input the security parameter ℓ;
(b) encκ(m) is a (randomized or stateful) algorithm that accepts a message m ∈ Σ ∗
and key κ in input and returns a ciphertext c; (c) decκ(c) is a (deterministic and
stateless) algorithm that on input c,κ returns m (iff decκ(encκ(m)) = m). For a
private key encryption scheme the standard security notions include indistinguisha-
bility of encryptions [15] and non-malleability [13] under chosen plaintext attacks
(CPA) and chosen ciphertext attacks (CCA).

1.3.2 Protocol SNKE

Protocol SNKE (Figure 1.1) is an efficient key agreement protocol requiring only
three messages to be exchanged. A symmetric authentication setting is assumed,
i.e. a principal believes that its communication peer holds the shared key (securely)
distributed prior to the actual communication and trusts that its partner is honest
(private keys are not deliberately revealed to malicious third parties). The protocol
provides key confirmation, implying that only the two principals involved in the
communication should be able to establish the session key (since computation of
the session key by each party requires knowledge of the shared secret), provided
they were not corrupted before the protocol run. This appealing property, which
makes the protocol resistant to adaptive corruptions [29, 9] and allows universal
composability [10], is achieved by making use of a MAC to (explicitly) authenticate
the transcripts with a (confirmation) key derived f! rom the actual session key. The
protocol is endowed with two modes of operation:

hash-chain mode: principals A,B running the protocol establish a pair of session
keys (respectively skA,skB) that are used to seed a hash chain of encryption keys.
In other words, the ith message sent from A to B is encrypted under the key
skA,i = H(skA,i−1) and key skA,i−1 is discarded (vice versa, the jth message from
B to A is encrypted with skB, j). With this option enabled, protocol SNKE may be
run once to seed the scheme of Mauw et al. [23] thus allowing bidirectional com-
munication (the protocol in [23] supports only unidirectional communications);

key-renewal mode: principals A,B running the protocol receive in their local output
a session key sk for subsequent encryption and a new shared long-term key K′. As a
consequence, communications secured with previously established session keys are
inaccessible if the parties are eventually corrupted (thus offering forward secrecy).
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We point out two distinguishing features of protocol SNKE: (a) it is easily imple-
mented in the 802.15.4 stack by making use of the cryptographic services provided
by the media access layer; (b) with key-renewal mode forward security is achieved
at the expense of a small resource expenditure (since it makes use of symmetric key
cryptography). Observe that if the pre-shared key K is discarded by A,B in hash-
chain mode the protocol also maintains forward secrecy. The main actions of the
protocol are outlined below (refer to figure 1.1 for further details):

1. Principal A selects rA (challenge nonce) at random from {0,1}ℓ where ℓ ≥ 64,
computes the ciphertext cA under the symmetric key K and sends it to B;

2. Principal B decrypts message cA, checks whether the resulting cleartext is correct
(i.e if it contains the identity of its intended peer A), carries on by selecting rB at
random from {0,1}ℓ and computes the 3-tuple of keys κB,χB,ηB. Thereafter, B
computes the ciphertext cB, the tag tB authenticating message cB, sends cB, tB to
A and erases rB,κB from its memory;

3. On receipt of cB, tB principal A decrypts message cB and checks whether the
resulting cleartext is correct (i.e if it contains the identity of its intended partner
B). Subsequently she computes the 3-tuple of keys κA,χA,ηA verifies the tag tB
(rejecting the connection request in case of failure), sends the tag tA to B and
discards rA,κA from its memory;

4. On receipt of tA, provided the tag verification procedure is successful, principal
B returns either K,ηB or χB,ηB depending on the operation mode (otherwise it
returns null). Analogously for principal A;

Observe that in key-renewal mode when protocol SNKE returns, the calling appli-
cation erases key K and replaces it with the new value K′. For additional security,
long-term keys may be stored in tamper-proof modules (when available); in this
case all operations involving such keys would be performed inside the module (e.g.
to compute χA,χB). On-line computations for both principals (regardless of the op-
eration mode) involve one encryption and one decryption, computing and verifying
a MAC tag and a hash value calculation.

1.4 Remarks on the Key Management Model

In this section we briefly comment on the key management models that may be
applied with protocol SNKE. In general, adopting the appropriate scheme requires
the designer to seek for an acceptable trade-off between security (resilience versus
the adversarial model) and the required resource expenditure (e.g. memory usage).
The most common types of keying models are those wherein either: (1) a net-

work shared key is distributed to the entire network; (2) pairwise keys are estab-
lished among the nodes or (3) the network is partitioned into sets of nodes which
are assigned group keys.
The network shared key model is the simplest scheme since it allows full con-

nectivity with only one key to manage and small memory usage. However, the all
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A : K= KAB = KBA
B : K= KAB = KBA

OpMode : 0= key-renewal,1= hash-chain

A : rA
R
← {0,1}ℓ

cA← encK(rA,A)
A→ B: cA

B : rA,B← decK(cA)
rB

R
← {0,1}ℓ

cB← encK(rB,B)
κB,χB,ηB← H(rB,rA,A,B,K)
tB← tagκB (cB,rA,A)

B→ A: cB, tB
A : rB,A← decK(cB)

κA,χA,ηA← H(rB,rA,A,B,K)
if verκA (tB) ̸= 1 then reject endif
tA← tagκA (cA,rB,B)

A→ B: tA
B : if verκB (tA) ̸= 1 then reject endif

if OpMode=0 then return K′ ← K⊕ χB,skB← ηB
elseif OpMode=1 then return skA← χA,skB← ηB
endif

A : if OpMode=0 then return K′ ← K⊕ χA,skA← ηA
elseif OpMode=1 then return skA← χA,skB← ηB
endif

Fig. 1.1 Protocol SNKE

powerful adversary can gain complete control of the entire network by compromis-
ing any one of the nodes. Therefore, this scheme is detrimental if there is reason to
believe that nodes may be compromised with non negligible probability (e.g. in an
extremely hostile environment).
Many applications are aimed at monitoring the interactions between objects and

the surrounding premises; the resulting network topology is often hierarchical with
data paths optimized for the computation of aggregate data from subsets of nodes
(in other words a node needs no interaction with all other nodes in the network). To
this end, it may be advantageous to employ a key distribution scheme to establish
pairwise links among communicating nodes. Networks established with pairwise
keys are more resilient to attacks since the adversary that is able to compromise a
node only learns the set of keys used by that node to communicate with neighboring
devices. However, the degree of network connectivity determines the number of
keys to be stored in each node (a fully connected 1-hop network having n nodes
requires storing n−1 pairwise keys per node).
In the group key model a shared key is used by a set of nodes to establish secure

links between any two nodes in the group. With this scheme one achieves a reason-
able trade off between the worst case resilience to attacks displayed by the network
shared key model and the large resource expenditure required by the pairwise key
model.
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Protocol SNKE may be profitably used either with pre-distributed group keys
or pairwise keys. We assume that all nodes sharing a pre-defined key are within
communication range (either because they were statically deployed over the target
area or an additional self-organising mechanism is employed to bring key-coupled
nodes in each others neighborhood).
A group key may be assigned to a set of RFD nodes and to one or more coor-

dinator nodes1 For example, the group of RFD nodes N020, N021, N022 and the
FFD coordinator N02 in Figure 1.2 may have in common a group key; the nodes
N0, N01, N02, N03, N012 also constitute a group based on a different key (unique
in the whole network with N0 acting as the PAN coordinator).
When protocol SKNE is run in key-renewal mode, resilience to node compromise

(within a group) increases with time; optimum resilience is achieved after each node
has run the protocol with the coordinator node at least once (thereafter the protocol
is invoked when the nodes need to communicate again with the coordinator). In
hash-chain mode, the group key does not change and it suffices that each device
runs the protocol only once with the coordinator since both will use the established
keys for subsequent communications. Note that in this case the network (group) is
not resilient to node compromise (unless as discussed before the base key is dis-
carded; however, devices will no longer be able to communicate with other nodes
in the group). Now assume that pairwise keys are pre-distributed to nodes in the
WPAN. If protocol SNKE is run in key-renewal mode, compromise resilience of
network nodes remains constant through out the lifetime of the WPAN (there is no
need to wait until! all RFDs have run the protocol at least once with the coordinator
as with group keys); i.e., forward secrecy is ensured for all sessions. Analogously,
in hash-chain mode the main difference with respect to group keys is the stronger
resilience to node compromise. We conclude this section by mentioning some note-
worthy schemes for the key distribution problem (there is a large body of recent
work in the literature concerning this problem). In [1] the authors introduce the con-
cept of pebbles which are large ad-hoc networks of small resource-constrained de-
vices that are assigned a secret group key. Communication among the devices of the
same pebble is encrypted using the Traffic Encryption Key (TEK) which is derived
from the group key. However, the proposed mechanism lacks a detailed analysis of
the resources needed in the computation and the overhead for the subsequent distri-
bution of the keys. Another open issue concerns the effectiveness of the probabilistic
algorithm used to select the manager at each round of the key updating process. The
probabilistic key distribution scheme of [14] is based on the assumption that every
node in the network needs to communicate with all other nodes; this is a somewhat
unp! ractical scenario for real world networks. Their scheme was later extended
by [11] to allow more sophisticated probabilistic algorithms for establishing pair-
wise keys among sensor devices. Moreover, the authors in [22] developed a general
framework called pool-based key pre-distribution wherein the schemes of [14, 11]
can be considered as particular instances. These papers are all inspired by the work
of [8] which describes a protocol for group key distribution based on the evaluation

1 RFDs must store a shared key for each potential coordinator FFD they need to associate with.
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Fig. 1.2 A simple cluster tree WPAN. The black circle designates the PAN-coordinator, the gray
circles indicate FFD nodes and the white circles RFD nodes. The lines between two nodes indicate
that a parent-child relationship has been established due to a previous communication.

of shared polynomials. A disadvantage with all the preceding schemes is that they
imply heavy computational loads on devices. The work of [26] mandates the use of
a base station to distribute keys. This is not always convenient since it introduces a
single point of failure into the network.

1.5 Security of Protocol SNKE

Rather than informally arguing about the desirable security properties (e.g. key in-
dependence (KI), forward secrecy (FS), etc) we adopt a more rigorous approach by
proving the security of protocol SNKE in the formal model of distributed computing
of Canetti-Krawczyk [9]. This model is currently considered the most comprehen-
sive complexity-theoretic framework for protocol security analysis.

1.5.1 The Canetti-Krawczyk model

In this section we recall the main concepts of the Canetti-Krawczyk model (the
presentation is mostly adapted from [9]). A key-exchange (KE) protocol is run
in an interconnected network of machines (principals) executing instances of the
protocol called KE-sessions. The set of principals are usually denoted by the
letters Pi with i = 1, . . . ,n (Pi’s unique id corresponds to the subscript i). The input
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to the kth running instance of a protocol (KE session) within principal Pi is of the
form (i, j,sik,role) where j is the identity of the partner, sik is the session identifier
and role is either initiator or responder (the tuple i, j,sik,role identifies the
session within Pi). A session within Pi and a session within Pj are matching if their
inputs are respectively of the form (i, j,sik,initiator) and ( j, i,s jl ,responder)
with sik = s jl .! Matching sessions play an important role in the definition of security.
The adversary is an active “man-in-the-middle” malicious party that can intercept

and modify messages, delay or prevent their delivery, inject messages of her own
choice, interleave messages from different sessions, etc (i.e., the adversary is the
network). To account for the potential disclosure of secret information, the adversary
is allowed to perform the following types of operations on a session:

1. (session-key query,i,sik): the adversary learns the session key skik corre-
sponding to the complete session sik;

2. (party corruption,i): the adversary learns all the information stored in the
memory of Pi (including long-term private keys, session specific data and ses-
sion keys). The result of this query depends on the current state of the protocols
running within the principal; if Pi has not invoked any sessions then it returns
the long-term private key otherwise it returns long-term private keys, session-
specific data and session keys of completed and unexpired sessions (which have
not been explicitly erased). From thereon all the actions of a corrupted principal
are controlled by the attacker;

3. (session-state reveal,i,sik): this query is asked of a non-complete ses-
sion sik. The adversary learns the (internal) session state for that particular session
(which may include, for example, the secret ephemeral nonces but not the long-
term private key used across all session at the party). The need for this query, in
addition to party-corruption and session-key queries, stems from the possibility
that private keys are given better protection than ephemeral session-specific data
(e.g by using tamper-proof security modules);

4. (session expiration,i,sik): this action can be scheduled by the adversary
for any session sik which is complete. As a result, the session key sik is erased
from Pi’s memory. The adversary is not allowed to perform a session-key
query query of an expired session;

A KE-session (i, j,sik,role) is exposed if the adversary has scheduled any one of
the following actions on the session: (a) a session-state reveal query; (b)
session-key query; (c) party corruption (of Pi) before the session has
expired. Also, the session is exposed if its matching session ( j, i,s jl ,role′) has been
exposed (since matching sessions output the same session key).
The above model refers to the unauthenticated-links (UM) model and the corre-

sponding adversary U is called the UM-adversary. There is also the authenticated-
links (AM) model, wherein the AM-adversary [3], denotedA , cannot inject or mod-
ify messages or neither deliver a specified message more than once. The rationale
for having two models is explained by the notion of protocol emulation. Informally,
a protocol Σ ′ emulates protocol Σ in the UM if for any adversary that interacts with
Σ ′ in the UM there exists an adversary that interacts with the Σ in the AM such
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that the two interactions are computationally indistinguishable. Specific protocols,
called authenticators (or compilers), on input the description of a protocol Σ , out-
put a description of a protocol Σ ′ such that Σ ′ emulates Σ in the UM. Examples of
authenticators are given in [3].
Formalisation of the security of a KE protocol follows the definitional approach

of [5]. The resultant notion of an SK-secure protocol captures the requirement
that the adversary is unable to obtain the session key of an unexposed session. An
SK-game is defined wherein the goal of an UM-adversaryU (the definition is anal-
ogous for the AM-adversary) is to distinguish the session key of a KE-session
(i, j,sik,role) with an additional test-session query. This query may be sched-
uled by the adversary only of a complete session. The adversary is provided with
a value skik as follows: an unbiased coin is tossed, if the result b equals 0 then skik
is the real value of the session key, otherwise it is a random value chosen from the
same distribution of the session keys produced by the protocol but independent of
the value of the real session key. After receiving skik the adversary may continue
with oth! er queries against the protocol; at the end of its game U outputs its guess
b′ of b. The adversary succeeds in its distinguishing attack if (1) the test session
is not exposed; (2) the probability that b′ = b is significantly larger than 1/2. More
formally:

Definition 1 ([9]) A KE protocol is SK-secure in the UM (resp. AM) if for
any PPT UM-adversaryU (resp.AM-adversaryA ) the following conditions hold:

a. if two uncorrupted parties complete matching sessions in a protocol run then,
except for a negligible probability, they output the same session key;

b. U succeeds (in its test-session distinguishing attack) with probability no more
than 1/2 plus a negligible function in the security parameter.

An important property of KE protocols not captured by the above definition is
forward secrecy (FS), i.e., the assurance that once a session key is erased
from the memory of the principals that have established the key, it cannot be learned
by the adversary even if the principals are subsequently corrupted and (a polyno-
mial number of) the protocol transcripts were observed (note that a passive ad-
versary is subsumed here). Formally, this is captured via the notion of session
expiration. A key-exchange protocol is said to be FS-secure if the above
definition holds even when the adversary is allowed to corrupt a peer to the test
session after the test-session key expired at that peer.

1.5.2 Security analysis of protocol SNKE

To prove that protocol SNKE (in both operational modes) is SK-secure in the UM
we first show that the protocol of Figure 1.3 which we denote by SNKE-ENC2

2 The values sA,sB represent session identifiers which are omitted from the specification of protocol
SNKE for simplicity.
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(since it is essentially equivalent to protocol SNKE without MACs) is secure in the
AM. We then apply well known techniques and results to prove our thesis using
the following MAC-authenticator ([9]): principal Pi sends a challenge nonce Ni

R
←

{0,1}ℓ to Pj and Pi responds by sending message m along with the authentication
tag MACki j ( j,Ni,m). This authenticator can be proven secure analogously to the
signature-based authenticator from [3].

Theorem 1 Assuming the encryption scheme ENC is (t,ε)-IND-CPA-secure
and H is a random oracle then protocol SNKE-ENC is SK-secure in the UM.

The proof of this theorem is in the appendix. We stress that the theorem is valid for
both operation modes of protocol SNKE. By using the above MAC-authenticator to
compile protocol SNKE-ENC, by virtue of Theorem 6 [9], we obtain that protocol
SNKE is secure in the UM.

A : K= KAB = KBA
B : K= KAB = KBA
A : rA

R
← {0,1}ℓ

cA← encK(rA,A)
A→ B: sA,cA

B : rA,A← decK(cA)
rB

R
← {0,1}ℓ

cB← encK(rB,B)
χB,skB← H(sA,sB,rA,rB,A,B,K)
K′ ← K⊕ χB

B→ A: sB,cB
A : rB,B← decK(cB)

χA,skA← H(sA,sB,rA,rB,A,B,K)
K′ ← K⊕ χA

Fig. 1.3 Protocol SNKE-ENC

1.6 Implementation Issues

The 802.15.4 media access control layer offers three basic security services: (a)
message integrity, (b) data confidentiality and (c) replay protection. The standard
recommends the secure implementation of cryptographic operations and also that
mechanisms should be employed to guaranteee the authenticity of stored keying
material (which may be shared on a pairwise or group basis).
There are also eight different security suites in the standard which can be applied

to the single frame that offer increasing grades of cryptographic protection: (a) no
protection; (b) message (frame) integrity with tags of length 32, 64 and 128 bits; (c)
encryption only (d) authenticated encryption with tags of length 32, 64 and 128 bits.
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The upper protocol layers are responsible for setting up the keys and determining
the security level to use.
We estimate the power consumption of a node in the key establishment process;

of course, there are minimum energy requirements necessary to preserve an ade-
quate level of security. By inspection of Table 1.1 (column two - Primitives) it is
clear that protocol SNKE performs better than all the others in terms of the energy
requirements involved in the execution of the cryptographic primitives and radio
communications.
The practical security of any hash function lies in the appropriate choice of the

output size m in order to prevent collisions (which are easier to find than pre-images
and 2nd pre-images). A number of computations of size O(2m/2) are required to find
a collision for an m-bit hash function according to the “birthday attack”; whereas it
requires aO(2m) effort to find either pre-images or 2nd pre-images by the brute-force
attack [24]. For this reason we consider the SHA-1 construction a suitable choice
for the hash function H. According to [27] the energy cost of computing SHA-1
(m= 160) is approximately 0.76 µJ per byte.
The 802.15.4 standard indicates the AES block cipher [12] with 128-bit keys

as the designated encryption scheme (consider also the construction of [25]). In
recent work it was reported that the energy cost of performing 128-bit AES encryp-
tion/decryption operations on a Rockwell WINS node (equipped with a 133 MHz
StrongARM processor) is less than 0.1 mJ [21]. For greater efficiency one-time pads
may be used (significant energy savings can be achieved on RFD devices); in this
case the shared key should be twice the standard length (i.e. 256 bits) with each
principal using a different half (128 bits) to encrypt the exchanged nonces rA,rB
(this method can be applied when the protocol is run in key-renewal mode).
The HMAC-SHA1 [2] construction is the recommended choice for the MAC

since it enjoys the SUF-CMA security property and requires a modest computa-
tional load (the underlying hash function (SHA) is applied twice with some addi-
tional padding); furthermore, it allows efficient reuse of the chip area dedicated to
the hash function. Alternatively, the UMAC construction [7] which is based on a
universal hash function family may offer greater efficiency. Recently, Kaps et al.
[20] have improved the universal hash function family used in UMAC (NH) and
have obtained a new construction (WH) with significant energy savings (it is shown
that WH outperforms NH with respect to dynamic and leakage power, circuit area
and delay at 100 MHz).
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1.7 Appendix - Proof of theorem 1

The first condition of Definition 1 is easily verified in the AM (recall that AM-
adversaries cannot modify or inject messages unless the sender is corrupted or the
messages belong to an exposed session).
We now prove condition two of Definition 1. Recall that an encryption scheme

is (t,ε)-IND-CPA-secure if the advantage of the adversary (running in time at most
t) at the end of the IND-CPA-game (which captures the indistinguishability of en-
cryptions under chosen plaintext attacks) is less than ε . The IND-CPA-game played
byB = (B1,B2) (against challenger algorithm C ) is outlined below:

1. (Setup): C generates a shared key K R
← key(1ℓ) and gives 1ℓ toB1;

2. (Non-adaptive queries):B1 asks the encryption oracle queries of its own choice;
3. (Challenge ciphertext): B1 chooses plaintexts m0,m1 (with |m0| = |m1|) and
gives them to the challenger, who selects a bit b and returns the encryption of
mb under K (i.e. ciphertext c).B1 hands over c and state information toB2;

4. (Adaptive queries):B2 may issue additional queries to the encryption oracle;
5. (Output):B2 stops and outputs a bit bCPA as its guess for b:B wins if bCPA = b.

The advantage of the adversary is calculated as the difference between the prob-
ability that B outputs the correct value of bit b and a random guess (with prob-
ability 1/2). Consider adversary A attacking the protocol in the AM. Observe
that under the hypothesis that H is a random oracle the only one way A can
obtain significant information (and therefore win the SK-game) about a particu-
lar session key sksi j = H(si,s j,ri,r j, i, j,Ki j) is by querying the oracle at the point
(si,s j,ri,r j, i, j,Ki j). Suppose that the challenger C starts (the setup phase) by gen-
erating key K∗ R

← key(1ℓ). AlgorithmB1 is given in input 1ℓ and access to the en-
cryption oracle under key K∗. At some stage of its gameB1 chooses at random two
principals Pi∗ ,Pj∗ among all the n principals, selects !

R
← r(0)i ,r(1)i {0,1}ℓ1 and outputs

m0=(r(0)i , j∗),m1=(r(1)i , j∗). The challenger C chooses a random bit b and computes
c = encK∗(mb). Algorithm B2 is given in input c,1ℓ and state information (which
contains the values r(0)i ,r(1)i , i∗, j∗).B2 generates the keying material (pairwise keys)
Ki j ← key(1ℓ) for any two parties i, j except for Pi∗ ,Pj∗ ; their shared key Ki∗ j∗ is
assumed to be equal to K∗ (of course,B2 does not know the value of K∗). Note that
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Pi∗ and Pj∗ will eventually share pairwise keys with other principals Pk,k ̸= i∗, j∗.
B2 also chooses at random a session id s∗i among those where Pi∗ is the initiator and
Pj∗ the responder (i.e. the chosen session is (i∗, j∗,s∗i )—we omit the indi! cation of
the role and the subscript counting the number of se! ssions f or simplicity). Algo-
rithm B2 tries to guess b in its IND-CPA-game while running A as a subroutine.
In particular, B2 must simulate a virtual SK-game played by A in such a way that
A ’s view is indistinguishable from a real SK-game. All sessions scheduled by A

are simulated byB2 according to the specification of the protocol. In particular, for
sessions si ̸= s∗i involving two principals Pi,Pj with i ̸= i∗ or j ̸= j∗ it outputs the tran-
script encKi j(ri, j)∥encK ji(r j, i)3 for random ri,r j and sets sksji = sksi j

R
← {0,1}|H(·)|.

When (eventually) session s∗i is invoked,B2 submits toA the challenge c! iphertext
y = encK(mb, j∗) as the message sent by the initiator Pi∗ . In addition, B2 chooses
r∗j

R
← {0,1}ℓ1 , obtains the value z = encK∗(r∗j , i∗) from its encryption oracle, sub-

mits z to A as Pj∗’s response and sets sks
∗

j∗i∗ = sks∗i∗ j∗
R
← {0,1}|H(·)|. For queries

of the random oracle H at the point (si,s j,ri,r j, i, j,Ki j) submitted by A the an-
swer is v R

← {0,1}|H(·)|. If i = i∗ and j = j∗ the record
〈

ŝi,(si,s j,ri,r j, i, j,Ki j)
〉

is stored in the list L. When A invokes session-state reveal or party
corruption queries that do not involve both Pi∗ ,Pj∗ these are easily answered by
B2 since it knows the required information (see above). If at any point A issues
a session-state reveal of session s∗, a party corruption query of
either Pi∗ or Pj∗ or chooses a test-session different than s∗ then B2 aborts. At the
end of its game (and when A has stopped) B2 outputs the element from the list L
having ŝi = s∗i (if it exists).
We analyze the success probability of B2. If there exists an entry in the list L

having ŝi = s∗i we say that event qry∗ has occurred. We have

|PrB2 [bCPA=b]−
1
2
|= |PrA [bSK=b]−

1
2
|≤PrA [qry∗]+

1
2
PrA [qry∗]≤

1
2
PrA [qry∗]

where we used the fact that PrA [bSK = b|qry∗] = 1
2 The probability thatB2 outputs

the correct answer is (at least) PrA [qry∗]/qs where qs is the polynomial bound on
the number of sessions run in the SK-game. Therefore, since the running time ofB2
is essentially equal to the running time of A we have

|PrB2 [bCPA=b]−
1
2
|≤ qsε

and this proves the theorem.

3 The actual order of the messages in the transcript depends on the role (initiator or responder)
played by each principal in the run of the protocol.


