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Abstract Modeling and simulation provide many excellent benefits in preparation
for successful cyber operations. Whether used for creating realistic training envi-
ronments, testing new cyber warfare techniques, or predicting possible adversary
actions, it is critical for such simulations to take into account the possibility of an
active cyber adversary, able to adapt its plans to network conditions. Without real-
time high fidelity modeling and simulation, training fails to address how to cope
with intelligent and adaptive opponents, and operations become trial and error ex-
ercises rife with high-risk improvisation in situations where the adversary does not
follow a well defined script. Unfortunately, current simulation techniques are insuf-
ficient to model adversaries capable of dynamic adjustment to changes in the sim-
ulation environment. Either adversary actions are completely pre-scripted, or live
red teams are required to be on hand to tailor adversary actions to circumstances. In
this paper, we present a technique for avoiding the prohibitive cost associated with
requiring live red team participation during each use of a simulation environment
while still providing the advantages dynamic adversary modeling provides. Our
approach utilizes game theoretic techniques, using a new probability based search
technique to curtail the search-space explosion issues that previous attempts in this
area have encountered. This technique, entitled Partially-Serialized Probability
Cutoff Search, also includes a new approach to modeling time, allowing modeling
of anticipatory strategies and time-dependent attack techniques.

1 Introduction

The success of game theory in creating world-class competitors in domains such as
chess, checkers, backgammon, and othello is well known. The strongest effect this
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has had in the gaming community is not the entry of these programs in competition,
but in helping human players with preparation and analysis. By considering huge
numbers of possibilities, computers have been shown capable of finding exceptions
to general rules and exploiting them mercilessly. In some cases, whole new theories
on how to play are developed because of this [1]. We believe game theory will not
ultimately replace the human analyst in the domain of cyber warfare, but can supply
him with a powerful tool for suggesting approaches, techniques, or potential threats
that might not occur to him, and provide the ability for better and more detailed
analysis by simulating possible futures. In some sense, this can already be done, in
that network simulation techniques have been dramatically improving in the last few
years, allowing people to provide training in simulated cyber environments such as
in [4], or to determine the efficacy of their tools and techniques in simulated envi-
ronments before deploying them for network defense. What has been missing from
these simulated environments, however, is the ability to actively model adversaries
with the potential to sense, interact and plan based on the effects produced by the
tools or techniques being tested. Even in [4], adversaries are simulated more in lines
with Sim-City AI techniques than those applied to model sophisticated plan devel-
opment such as used by chess players. This is understandable, since researchers have
had much less success applying standard game theoretic techniques in this area, due
to the number of complexities involved in modeling the cyber warfare game space
compared to well defined games such as chess.
To overcome these challenges, we have developed a new search that addresses

many of the fundamental problems with applying standard search approaches to the
domain of cyber warfare. The search has the following characteristics:

• each player may simultaneously initiate multiple moves.
• moves have explicit time durations and affect state upon initiation, during, and
upon completion.

• moves may have multiple possible outcomes from the same starting conditions.
• each player has a separate explicitly modeled view of the game space that may
be inaccurate.

• each player has a separately modeled set of goals that may or may not come into
conflict.

Each of these features are a distinct departure from previous approaches to game
theoretic modeling, and would act to further exacerbate the search space explosion if
not accompanied by the partially-serialized probability cutoff search presented here.
Figure 1 presents a summary of the partially-serialized probability cutoff search
technique utilized to curtail this search explosion. Results for this new technique,
described in detail in section 4, have been gathered and published in a final report
by the Disruptive Technology Office [16]. Success rate was measured by predicting
incident response team actions during a red on blue cyber warfare exercise hosted
by the Space and Naval Warfare Center. In over 70% of the scenarios, our search
was able to pick the identical action chosen by the incident response team. A more
detailed result analysis can be found in section 4.



Adversary Modeling and Simulation in Cyber Warfare 463

2 Related Work

In this section we describe the current state of research in game theory, concentrat-
ing on areas relevant to tactical analysis in cyber warfare. There are two fundamental
pieces to a tactical analysis engine: the search technique, and the evaluation func-
tion. The evaluation function reports how good a position looks to the player whose
move it is.
The search technique determines which moves to consider, and returns the move

or series of moves it considers best at the end of the search. The search forms a tree
of moves and counter moves, and the leaves are judged using an evaluation function.
While our search populates the tree with moves from both sides, in a majority of
cyber warfare research to date the tree is populated by only moves by a single side.
In this case, such as when using the planning techniques applied by AdventiumLabs
in [2], these techniques lack the ability to anticipate opponent actions. The same
holds true for most attack graph generation techniques, such as those used in [3].
Such techniques can be quite useful for identifying security holes, since the depth
of search enabled by simulating only actions by a single side is greater, but they do
not provide the dynamic interactive plan generation necessary for simulating live
network attackers or defenders.
When generating a tree populated by moves from two parties, the most popular

technique is to use a derivative of the mini-max search [6], which propagates leaves
back to the root by having parents alternatively assigned the minimum/maximum
value of its children, ending with the root maximizing. This works under the as-
sumption that εp1 , the evaluation function of player 1, is the opposite of εp2 , the
evaluation function of player 2. Thus, εp1 =−εp2 . In other words, this assumes that
what is bad for you is good for your opponent, and vice-versa. This assumption is
clearly valid in normal game arenas such as chess and othello, where the resources,
goals, and moves allowed by both parties are the same. These conditions do not
hold in the domain of command and control planning. There are a variety of reasons

Fig. 1 Partially-Serialized Probability Cutoff Search
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for εp1 ̸= −εp2 . First, your opponent likely has different goals and priorities than
you. Second, both sides are unlikely to have the same view of state. Even so, in
the domain of command and control planning, there has been some limited success
based on the assumption that , εp1 =−εp2 [5]. We believe, however, that in the do-
main of cyber warfare improved results can be obtained by considering alternative
evaluation functions.
To address this issue, our previous work section concentrates on three areas of

game theory because of their particular relevance to cyber warfare. The first is prun-
ing, as the difference between our evaluation function and an opponent evaluation
function invalidates many of the traditional techniques. The second is opponent
modeling, since it is necessary to define the opponent evaluation function. The third
is tuning our own evaluation function.

2.1 Pruning

While we cannot use a mini-max derived search due to its reliance on the assumption
that εp1 = −εp2 , we can use what we will refer to as a max-max’ search, where
nodes in the tree alternate between passing the maximum child according to the
evaluation function of the player whose turn it is. Unfortunately, pruning techniques
available in a max-max’ search are much more limited than in mini-max searches,
where alpha-beta pruning [6] can mathematically eliminate many possibilities. In
alpha-beta pruning, moves are eliminated by showing that searching a move cannot
change the outcome of the search. Unfortunately, in max-max’ searches, it has been
shown that no such pruning method is possible [7].
Since in any sufficiently complex game some type of pruning is necessary to

limit the explosion of the search space with each increase in search depth, alternative
techniques have been explored. One group of techniques is derived from best-first
searches. In a best-first search, a tree of explored possibilities is kept open, and each
leaf is judged as to how promising it is. The most promising node is then expanded,
and its children added to the queue. In this scenario, the most promising move is
defined as the most likely to be in the final predicted move group. The problem
with best-first searches is that the memory requirements are explosive, so in a game
where a large number of positions must be considered this solution is not feasible.

β -pruning [8] has been explored specifically with respect to max-max’ searches.
In β -pruning, the opponent evaluation function and search depth are assumed to be
known, and the opponent is assumed to search using a mini-max based strategy.
These assumptions allow the use of weaker versions of alpha-beta pruning. It is un-
clear how realistic these assumptions are unless playing against a known computer
opponent running on inferior hardware.
Another search technique proposed for max-max’ searches is αβ∗ [7]. This tech-

nique assumes that the opponent uses an evaluation function similar to your own
(i.e. it uses the same heuristics to judge a position) but weights them differently.
The technique takes into account the fact that the opponent evaluation function is
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not completely accurate, but assumes it is correct within a certain error range. Prun-
ing is then done for values outside of that range, using techniques derived from the
motivating principals of the alpha-beta search. We found the limitations on the eval-
uation function in this case to be too restrictive in the chosen domain, thus is αβ∗
is not applicable to our search.

2.2 Modeling the opponent evaluation function εo

Most literature in this area assumes that the opponent uses some type of mini-max
search that goes to a fixed depth [7, 8]. The problem then reduces to determining
what that depth is, and what evaluation function is in use.
One approach to identifying depth and evaluation characteristics is to iteratively

increase model depth, and use reinforcement techniques to learn which depth best
predicts opponent behavior. If the evaluation function is given, this technique works
quickly and effectively [8].
For the evaluation function, the usual assumption is that an opponent evaluation

function uses a subset of the heuristics in our own evaluation function, with differ-
ent weights. A hill climbing algorithm can then be used based on a function of the
number of correct opponentmove predictions taken from a list of previous opponent
moves or games. A linear programming technique using pattern recognition meth-
ods was proposed in [11], and used with some success to find optimal weights in a
follow up pass after hill climbing in the domain of checkers [10].

2.3 Determining self evaluation function εs

Over the years some very effective techniques have been developed for tuning eval-
uation functions. In [10], a method was proposed for tuning the weights in a list of
heuristics in the domain of checkers. This turned out to be good enough to build a
World Champion checker program. A world-class backgammon program used neu-
ral networks to learn using similar techniques [11]. In computer chess, Deep-Blue
and its predecessor Deep-Thought rose to the top riding an evaluation function that
was also automatically tuned [12].
While there are some differences between the techniques used in each case, there

are some significant similarities. First, a human comes up with a list of heuristics
expected to be correlated with success or failure. Then, a large number of master
level games are analyzed at a low depth, and the best move is selected. This move is
checked against the actual move played. If the move matches, the heuristic weight-
ing is reinforced.
There has also been some work on automated methods for heuristic generation

in the domain of othello [13]. This work was successful in finding valid heuristics,
though they did not actually improve the program results since the slow evaluation
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function was more of an impediment than the improved accuracy could compensate
for. A method of linearly combining Boolean feature lists into heuristics and then
weighting them has also been explored [14].
In the domain of command and control planning, there are no large databases

of games at any level, and the heuristics are constantly changing. Thus, within this
domain this approach is currently untenable as a viable solution.

3 Partially-Serialized Probability Cutoff Search

We have developed a new search that addresses many of the fundamental problems
with applying standard search approaches to the domain of cyber warfare. Funda-
mentally, the primary challenge in this domain is that the search space is signif-
icantly more complex than traditional games, and a number of characteristics of
this domain not modeled in traditional game theory approaches (time, simultaneous
moves, stochastic move outcomes, non-symmetric player goals) either threaten the
validity of the approach if not modeled, or exacerbate the search-space explosion if
modeled. A more complete enumeration of these challenges can be found in [15].
The approach presented here addresses these issues by introducing a pruning

method that enables significant improvements in tree analysis, sufficient to model
human blue and red team1 reasoning. It does this while simultaneously blending
the state and move representation issues listed above that normal game theoretic
approaches ignore.
Figure 2 shows the basic architecture of the search engine. The output of the

engine is a course of action recommendation, which consists of a series of actions
and expected adversary actions, with timing sequence information included. The
output will be in tree format, and response suggestions to non-primary adversary
actions are included in this tree.

Fig. 2 Search Architecture

1 For those not familiar with this terminology, a blue team is assigned a defensive role, and a red
team is assigned a mission in conflict with the blue team goals.
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The input to the search comes from three sources. The first is a list of observables,
which is information about the perceived state of the network. This information
may include inaccuracies, and is in fact expected to contain some in certain cases
as moves by both parties may be designed to mislead adversaries by producing
inaccurate observables.
The second and third input sources are in the form of evaluation functions, one

representing our mission and associated goals, and one representing a hypothesized
adversary’s mission and associated goals. Note that there is no linkage between
our evaluation function and that of the adversary. This means that while the search
uses both functions, neither evaluation function has direct knowledge of the goals
of the opponent. Each evaluation function is generated by weighting each goal, and
applying these weights to state characteristics correlated with achieving these goals
(taken from a database derived from domain knowledge expertise).
In the work presented herein, the concentration our research has been on the de-

velopment of the search itself, not on the design of the evaluation function, which
was done only as a pre-requisite for gathering meaningful results when comparing
our search effectiveness to human analyst teams. Evaluation function design is a
very interesting area in itself, and it is our intent to pursue this area further in subse-
quent work. For example, multiple hypothesized adversaries could be generated and
modeled simultaneously using a modified version of this algorithm, with a worst-
case linear increase in the search time with respect with the number of adversaries
modeled. In cases where adversary goals overlapped, the increase would be much
less. How to best generate adversary hypotheses could also be a fruitful area of
future research.
In the next two sections, we will describe how a game tree is formed and the

search algorithm applied.

3.1 Move Definition and Game Tree Construction

A cyber warfare move is defined to have the following characteristics:

• A list of preconditions.
• Effect on state upon initiation.
• Effect on state upon completion.
• A list of conditional effects during execution.
• Timing information for the entire move and each effect.
• A list of possible outcomes and probabilities for each effect.

Note that one of the possible effects is to generate an observable for one or both
players, which is what changes their perception of state.
In addition to explicitly modeling timing effects and stochastic move outcomes,

our move set differs from traditional game move sets in another fundamental way.
In a traditional game, two opposing players alternate moves. In most real-world
domains such as cyber-warfare, this is simply not the case. Each player has the
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option of choosing multiple moves that are executed simultaneously. In fact, both
players will frequently be executing multiple actions at the same time.
To accommodate this, our search utilizes an untraditional approach to tree con-

struction. All simultaneously chosen moves are serialized, such that they are listed
in order in the tree despite the fact that they will be executed at the same time.
This is accomplished by introducing a newmove type: Pass. A pass indicates that

the player will not be choosing to begin any additional actions until the next time
slice. All moves chosen before a pass are interpreted as beginning at the same time.
Figure 3 shows a simple example of this.
When there are no players left to choose a move at a particular time slice, each

action chosen is entered into a queue of actions that have been initiated but not
completed, and time is advanced. Time is advanced to the next ”interesting time”
which is defined as the first of the following events.

• a move in the action queue completes
• a move in the action queue produces an observable
• a predefined objective/goal relevant time is reached
• a maximum Pass time is reached

While each move has a duration and set of possible outcomes associated with it,
both players may or may not be aware of these outcomes. Awareness of the state
of the network is based on available resources, and may be contingent on making
moves to gain information. Even when a move produces an observable, such as a
message logged by a deployed Intrusion Detection System, the players may not be
in a position to see the observable without further action. In the event that a player
can see the observable the system will give that player a chance to see and respond
to the observed event.
Note that both players are not necessarily given the option of moving during a

particular slice of time. Players only move if one of the defined events occurs such
that they are aware of it. Thus, if the defender completes a move, the defender will
have the option to choose more moves but the attacker will only have that option if
the event has produced an observable.

Fig. 3 Snippet of a Partially-Serialized Game Tree
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3.2 Search

The Partially-Serialized Probability Cutoff Search is designed to deal with a much
more complicated search environment than in most traditional games. Instead of
having a single game space represented, we have five. Attacker Opinion, Defender
Opinion, Attacker Opinion of Defender, Defender Opinion of Attacker, and Ground
Truth. Each move updates these states independently depending on the observables
produced over the duration of the move. In addition, each player may have asym-
metric goals and objectives. To further complicate things, moves can be defined to
have multiple stochastic outcomes. The benefit of these five opinions of state over
traditional methods is increased realism, since in the real world the attacker and
defender rarely know for sure the true state of things.
The interaction between the two players and the Ground Truth value is worth ex-

pounding upon, because of the significant impact it has on the search results. While
it is true that neither evaluation function has explicit knowledge of the adversary’s
evaluation function, there is an interaction between these two functions through ob-
servables generated in the Ground Truth state representation and propagated to both
parties within the search. That means that the course of action generated for player
1 does take into account actions that player 2 (given its evaluation function) might
want to take for those actions that produce observables. The result of this is that
while the search does effectively generate moves that can foil multiple courses of
action an opponent might take to reach its objectives, it does not currently consider
methods for foiling multiple possible adversaries. While we consider this an ex-
tremely interesting direction to explore in the future, we view the current approach
sufficient for current training and simulation needs, for which even modeling a sin-
gle group of sophisticated adversaries united in a single set of goals would be a
major leap forward. Until the issue of efficient multiple adversary support is ad-
dressed, we have found it possible to roughly simulate this scenario by designing
adversary evaluation functions that weight numerous separate goals and objectives
such that the goal set of a single adversary becomes a super-set of the goals of a
hypothesized group of adversaries.
To address the multitude of challenges presented by maintaining an ongoing in-

teraction between a complex move representation and five separate states , we de-
signed a search capable of taking both players separate perspectives into account.
The search does not rely on depth cutoffs, which would interact harshly with the
partially serialized game tree. Instead it utilizes a probability cutoff. The search will
continue to expand all nodes that have a probability equal to or higher than the
probability cutoff. The probability cut-off is then iteratively decreased, improving
the quality of the search continuously and updating the user with an improved set of
analyses after each iteration.
Probabilities are not expert defined (except in the case of stochastic move out-

comes) but are instead generated automatically within the context of the algorithm.
The algorithmic search is executed as follows:
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1. generate children of node n for player whose move it is in the partially serialized
tree.

2. generate position value for each child from each player’s perspective
3. propagate values up the tree
4. propagate probabilities down the tree
5. select a child whose probability is above the cutoff and repeat

The memory requirements of the search are linear with respect to the depth of
the tree, as is the amount of time to analyze a single node. Thus, for roughly bal-
anced trees, these characteristics are approximately logarithmic with respect to the
number of nodes. Values are calculated for leaf nodes n (such as when a child is first
generated) as follows:

Vn,1 = εp1(Sn,p1,p2)

and
Vn,2 = εp1(Sn,p1,p2)

Where Vn,1 is the value for player 1 from player 1’s perspective,Vn,2 is the value
for player 1 from player 2’s perspective, εp1 is the evaluation function of player 1,
and Sn,p1,p2 is a state estimate at node n for player 2 from player 1’s perspective.
Note that the evaluation function results are a product of state estimates, which
may include values related to anticipated adversary goals. In this fashion, it is not
necessary to model all characteristics of an anticipated adversary’s goals within the
evaluation function as it can be dynamically hypothesized and weighed within the
state representation given previously encountered evidence.
The values are propagated up the tree using one of two methods. A node with a

stochastic outcome has a child with each outcome, and the value is propagated for
each player p as follows:

Vn,p =
c

∑
i=1
Vi+ j,p ·ρi+ j,p

Where c is the number of children, j is the starting node number of the first child,
and ρi+ j is the probability of the outcome of child i+ j. Note that the probability
can be different for both players as their opinion of the stochastic nature of the result
may differ. The linear weighting by estimated probability implicit here is likely non-
optimal, but was chosen for the purposes of speed of calculation.
If the children of a node are choices of player p1, then values are propagated by:

Vn,1 =
cmax
i=1

(Vi+ j,1)

and
Vn,2 =

cmax
i=1

(Vi+ j,2)

This is based on an assumption by both players that the player whose move it is
will be optimizing their own result. Note that both players may have very different
perspectives on what state is, so these results may be very different.
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Propagation of the score goes up the tree, and upon reaching the root node trig-
gers the calculation of probabilities. Probabilities of node n with parent σ and sib-
ling children i through j are calculated as follows:

ρn,1 = normalize(Vn,{Vi . . .Vj}) ·ρσ ,1

and
ρn,2 = normalize(Vn,{Vi . . .Vj}) ·ρσ ,2

By normalizing based on the value, we ensure that moves with higher scores from
the perspective of the player who is choosing the move have higher probabilities
than lower valued moves. Multiplying by the parent probability ensures that the
probability of children nodes always add up to the probability of the parent, from
both players perspective. Of course, the probability of the root node for both players
is 1.
Note that the normalization technique chosen can have a significant effect on the

results of the search. If the result of normalization generally produces values with
a small range, the result is a broad shallow search tree, where all possibilities are
explored to relatively the same extent. If normalization generally results in a large
spread between the highest values and the smallest values, then the search tree is
longer and skinnier, such that high probability moves are deeply considered while
other possibilities are explored more shallowly.
Figure 4 shows an example tree generated using this technique. Each node is

annotated with two scores, one from the perspective of player 1, the second from
the perspective of player 2.
The propagation of probabilities down the tree is what enables our aggressive

pruning technique. By using these probabilities instead of arbitrary depth values to
direct our search, the search trees generated become deeper and less broad, more

Fig. 4 Snippet of a Partially-Serialized Game Tree
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similar to human generated attack trees than most computer generated trees. Of
course, since the search is extremely fast, unlike human generated trees, they can
contain hundreds of thousands or even million of nodes.

4 Results

The search described above was implemented using a move set developed by the
Disruptive Technology Office (formerly ARDA) during the Cyber Strategy and
Tactics Workshop. This workshop, held at the Space and Naval Warfare Center
(SPAWAR) in San Diego, conducted attacker - defender cyber warfare exercises
where the blue teams (defenders) were pitted against red teams (attackers) in a se-
ries of three cyber warfare scenarios. The missions and scenarios tested included
timing based attacks, which exploited the need for certain cyber resources to be
available during particular times. Any automated search approach that did not ex-
plicitly model time would be severely challenged to perform in these situations. The
attacker and defender evaluation functions were hand-crafted before the experiment
was begun, using input from members of both the blue and the red team regarding
possible goals, and network state characteristics correlated with achieving success.
Software was developed that allowed the blue team and red team to sit in separate
rooms, enter their chosen courses of action, and simulate the effect of those actions
which would then effect what both teams would see in terms of future observables.
Noise events were also simulated, to help disguise which observables were the result
of actions by the other team, and which were non-malicious events caused through
normal network use (or misuse) by valid operators.
The original experimental design was that the blue team would compete head

to head defending the network against our algorithm, with a pre-defined algorithm
for success disclosed apriori to both parties. The blue-team experts objected to this
experimental design, however, since they felt that defining success in terms of an
explicit algorithm would give the computer program an unfair and unrealistic ad-
vantage, as it would be able to ”game the system.” Instead, blue team results were
gathered against a live red team using several different attack scenarios, and the
blue team decisions were labeled the ”gold standard” against which our algorithm
was tested. Thus, success for our algorithm was to duplicate the decisions made by
the blue team at each critical juncture. There were three blue teams composed of
two members each, a cyber security researcher and an experienced cyber defender.
These teams were given an unlimited amount of time to discuss their decisions at
each junction to maximize the quality of their decisions. Each situation they faced
was fed to our algorithm as well, under a strict time limitation of ten seconds per
decision. Figure 5 shows our results. In the figure, first indicates that the blue team
move choice was ranked first by our algorithm. Second indicates that our algorithm
ranked the blue team move as the second best option. On average, at any given point
there were over fifty possible choices.
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In general, the search proved highly successful, choosing the same move as the
blue team over 70% of the time. The remaining cases were shown to blue team
members for discussion. A large majority of these cases fell into one of two cate-
gories. The first category (roughly 14% of the cases) consisted of situations where
the search listed the move chosen by the blue team as one of the top six moves,
with a top move whose effect was largely similar to the move chosen by blue. For
example, the blue team chose to ”monitor logs in real-time” while the search se-
lected the ”monitor host real-time” move. The second category of moves was the
set of moves where the machine selected a more aggressive course of action than
the human blue-team. The general conclusion of the blue teams was that during the
exercise, the machine-selected moves would have been more effective at catching
the attacker, but would have been over-reaction in real-life.
While the conclusion of this experiment with regards to the effectiveness of the

search was extremely positive, a number of suggestions were captured in post-
experiment interviews with the blue team members. The general conclusions re-
garding the experimental conditions were:

1. Larger move set needed. The blue teams in particular felt that larger numbers
of moves were needed. We have subsequently tested our approach with over 6
times as many move types defined and believe the probability search scales well
in this area, but have not repeated a full-scale study with the larger move set.

2. Effective training environment. The time model, particularly the effect of the
’Pass’ move was difficult for some participants to understand when initially ex-
plained, but was intuitive and worked well when they actually saw it in action
after play began. The general consensus for both blue and red teams was that the
experimental setup would be very effective for training.

3. More realistic noise needed. At first, the noise moves were effective, but after
a while the human teams were able to reliably identify what was an adversary
driven observable, and what was computer generated.

Fig. 5 Search Results Compared to Human Blue Teams
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Overall, we considered the experimental results highly gratifying. While it was
clear that at the time of the experiment we did not have a mature, ready-to-deploy
piece of training software (nor was that the expectation of any of the parties) the
capabilities of the search did receive a thorough comparison with highly trained
experts in the cyber warfare domain, and proved extremely effective. This is the
first example of an automated course-of-action generation algorithm being so tested
within this domain that we are aware of.

5 Conclusion

In this paper, we have presented a new type of search designed for application to the
cyber warfare domain. The Partially-Serialized Probability Cutoff Search we have
developed has proven extremely effective on the benchmarks tested, successfully
modeling the dynamic interaction of network attackers and defenders well enough
to suggest the same course of action as domain experts over 70% of the time. It
does so without the limitations of most search based approaches by allowing mul-
tiple simultaneous moves, asymmetric goals, inaccurate state perception by both
attacker and defender, explicitly modeling time, and allowing for moves with mul-
tiple stochastic outcomes. This strongly differentiates our approach from all other
published approaches to date.
The current version of the search is well adapted to dynamically simulate either

network attacker or defender activities, and could be easily adapted to provide an au-
tomated red-team capability. Currently, the reasoning model has only been tested in
two sided warfare situations, where one side is defending a set of resources, and an-
other side has a mission that includes interfering with one or more of the protected
assets. What have not been actively explored are situations where there are more
than two active parties. Note, each active party could have thousands of resources,
including large networks of computers and cyber warriors of varying degrees of
skill, and still fit within the models presented here. As long as the ultimate goal of
each member of the party remains roughly the same, simulation of an adversary can
remain at the two party level without increasing complexity. When it becomes nec-
essary to model more than two sets of goals, however, the modeling complexity can
significantly increase the search space. For the purposes of most simulation needs,
this is currently unnecessary, as the complexity of two parties in cyberspace is suffi-
cient for most training or testing purposes. When modeling coalition environments
with multiple interested parties, such as may be of interest at the national level, it
may be necessary to model significant numbers of clashing goals and interests. We
believe this to be possible, but anticipate future work in this area will be necessary
to overcome these challenges.
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