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Abstract

In this paper we present the design and implementation of a framework for com-
prehensive performance evaluation of algorithms, modules, and libraries. Our
framework allows for the definition of well-defined test inputs and the subse-
quent scheduling and execution of structured tests. In addition, the framework
provides a web-based interface for user interaction and allows for the conve-
nient browsing, plotting, and statistical analysis of test results. We furthermore
report on our experience in using the new framework in the development of
cryptographic protocols and algorithms—specifically in the context of secure
multi-party computation.

1 DMotivation

When designing practical algorithms, modules, and libraries, experimental per-
formance evaluations are an essential part in determining their suitability for
real-world applications. In particular, such performance tests can provide in-
sights which cannot be determined through theoretical analysis alone.

The performance of algorithms in general depends on a variety of choices in
the test setup. First of all, more complex algorithms or modules commonly use
simpler algorithms as building blocks. When conducting performance tests, as-
sessing the impact of choosing different building blocks providing the same func-
tionality is naturally of great interest. In addition, an algorithm’s performance
behavior depends on the chosen input as well as many other parameters. When
performed manually, varying the input and a larger number of other parameters
is time consuming, error prone, and typically generates a large amount of data
which needs to be managed and stored. In particular, storing the data such that
it may be retrieved together with all the parameters used in a particular test
often poses a major challenge in practice. Finally, comprehensive performance
tests require an evaluation in a variety of testbeds including different computing
platforms and suitable network topologies.

To address these challenges we have developed a test framework which en-
ables structured performance tests of algorithms and modules called CaPTIF
(Comprehensive Performance TestIng Framework). CaPTIF is a web-based sys-
tem which enables its users to define, execute, and review performance tests of al-
gorithms, modules, and libraries. The system keeps track of all parameters used,



it schedules the test runs to automatically execute on available test systems,
and it provides extensive storage and retrieval functionality for the test results.
We have implemented CaPTIF and successfully applied it in the development
of cryptographic algorithms—specifically in the context of secure multi-party
computation [1,2]. In this paper, we motivate the design of CaPTIF, describe
its implementation, and share our experience in using the framework.

Outline: We first review related techniques in Section 2. Section 3 discusses
the required functionality of a suitable test framework. Section 4 describes our
design decisions and Section 5 details the concrete tools we used to implement
CaPTIF. Finally, Section 6 summarizes the lessons learned when developing and
using CaPTIF.

2 Related Techniques

In the software development process, performance testing is commonly con-
ducted to determine an application’s performance as experienced by the user.
In this context, the focus is generally not on a single application session but
on the application in its entirety, i.e., one does not test a single, isolated re-
quest of a single user but rather the performance when many users interact with
the application simultaneously. Software testers commonly use techniques such
as load testing, stress testing, etc., to perform these kinds of tests [3]. There
is a variety of commercial products and free open-source tools available for the
task. For example, IBM’s Rational Performance Tester [4] and HPs LoadRunner
[5] both do scalability testing by generating a real work load on the application.
Open-source tools such as Apache’s JMeter [6] and Grinder [7] provide a similar
functionality.

Motivated by the large cost for commercial performance testing tools, Chen
et al. created Yet Another Performance Testing Framework [8]. It enables users
to create custom test programs which define the business operations to be per-
formed during the test. Chen’s framework then executes these tasks concurrently.
In [9], Zhang et al. present a cloud-based approach to performance testing of web
services. Their system provides a frontend in which users can specify test cases
which are then dispatched to Amazon EC2 [10] cloud instances for execution.
Similar to all the previous tools, their system is testing the performance under
concurrent user access to the system.

The tools described above are geared towards testing of production-stage ap-
plications or web-services. In contrast, in this paper the focus is on performance
evaluations typically conducted at an earlier stage in the development process.
Specifically, we focus on tests which are performed when individual algorithms or
protocols are initially designed and implemented. This process typically involves
the selection and performance assessment of appropriate building block for the
newly designed algorithms or protocols. In addition, these tests are used to not
only establish the feasibility of the new design but also to guide the fine-tuning
of the implementation. Unlike production-ready testing, the testing in this stage
is characterized by assessing and understanding the behavior of an isolated exe-
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cution of a single protocol or algorithm. This test scenario gives rise to a set of
requirements which are not directly supported by the kind of tools mentioned
above. In Section 3 we provide a detailed discussion of the requirements for
a suitable test framework. To the best of our knowledge, to date there is no
publicly available test framework which is focused on such comprehensive and
fine-grained performance evaluation of individual protocols and algorithms. It is
important to note, that we focus our discussion solely on performance evalua-
tions and leave any kind of correctness tests such as unit tests as an independent
problem.

3 Requirements for a Comprehensive Test Framework

In the following, we introduce the requirements for the design of a test framework
for comprehensive performance evaluations of algorithms, modules, and libraries.

Below, we motivate that a suitable framework should reflect the modular
design of the tested functionality and allow for the precise definition of test
inputs. Since comprehensive testing necessitates a separation of the two, they
need to be specified independently. In order to conduct a particular test, both
can then seamlessly be combined. Furthermore, the framework should provide
means for efficient retrieval and analysis of any test results. In the following, we
will describe these requirements in greater detail.

Reflecting Modular Algorithm Design: Algorithms often have modular designs.
For example, Figure 1 illustrates Schoolbook Matriz Multiplication which typi-
cally relies on the two modules Integer Multiplication and Integer Addition. In
practice, each of these modules can be instantiated by different concrete algo-
rithms which provide the same functionality, e.g., the module Integer Multipli-
cation may be instantiated by the Schoolbook Method, Karatsuba’s Algorithm, or



FFT-based methods (compare Figure 2).3 In the following, we will refer to the
instantiations of a module as instances.

As a first requirement, the test framework should reflect the modular struc-
ture (indicated in Figures 1 and 2). Specifically, there should be a mapping
between the modules and instances in the algorithms and how they are repre-
sented in the test framework. In order to provide the means for comprehensively
explaining the practical behavior of an instance, the test framework should then
allow for flexible testing strategies based on this representation. In particular,
a suitable framework should account for the relationships between modules and
instances and allow for the testing of different compositions of an instance, i.e.,
testing for different assignments of instances to modules (e.g., which multiplica-
tion method is used to implement integer multiplication in Figure 2).

Test Input: The framework should allow for the definition of well-defined test
inputs which are used when conducting a test. In particular, this definition should
contain which parameters are used and which parameter(s) is (are) varied within
which range. For example, for matrix multiplication, the input consists of two
matrices and the parameters are the dimension of the matrices and the size of
the individual matrix entries. Test inputs should be defined independently from
the tested instance to allow for standardized tests in which test inputs can be
re-used in different tests.

Test Ezxecution: A test framework should allow for the execution of tests using
a particular combination of an instance and a specific test input. In addition,
the framework should record details on the execution environment and on the
implementation of the tested instance together with the test. Moreover, in order
to enable statistical analysis of the test results, the framework should support
the repeated execution of any test.

Flexible Test Environment: The test framework should be flexible in how a par-
ticular test is conducted and it should allow for the assignment of a variable
number of test systems to a test. For example, the test of a matrix multiplica-
tion algorithm can be carried out on a single test system while protocols* may
need to be executed in a distributed fashion across multiple networked systems.
In addition, since mobile devices increasingly gain importance as personal com-
puting platforms, the framework should support different execution platforms
such as servers, desktop machines, and mobile devices. For any test utilizing
more than one single test system, the network setting has a great influence on
for the overall performance and it should be tracked together with the test. For
any test environment, a suitable framework should ensure exact performance

3 Note that this is a simplified example which was chosen to illustrate the underlying
concept. In practice, the modular structure of matrix multiplication is not as trivial
as described.

4 A protocol is an algorithm which involves multiple parties. The involved parties
perform certain computations locally and exchange messages through some kind of
communication channel such as a network.



measurements. In particular, this is challenging in cases where the time for a
single execution of an instance is so small that a reliable measurement is not
possible due to limitations of the operating system or the hardware.

Implementation Details: Since the performance of an instance may vary greatly
depending on the programming language used for its implementation, a test
framework should record the implementation details together with a test.

In addition, as the implementation of an instance changes over time and un-
dergoes revisions, a suitable test framework should support efficient re-evaluation
of the instance’s performance during this process. In order to facilitate a correla-
tion of the changes in the code base with the corresponding performance results,
the test framework should allow for the tracking of the respective code revision
(e.g., the commits in a version control system) of the instance under evaluation.

Analysis: Comprehensive performance evaluations tend to quickly result in large
amounts of test results which need to be organized properly in order to be of
any use. The test framework should therefore allow for a structured storing of
all test results in combination with the test that produced the specific result. It
should be possible to store all test results without prior post-processing in order
to allow the user to perform any desired analysis on the raw test results at a
later time.

After a test is completed, the test result should be available for review by the
user. In particular, the framework should allow the user to efficiently select test
results and to display, retrieve, or plot them. In addition, it should be possible to
easily compare test results originating from different tests. To assist the user in
the analysis of the test results, the framework should provide standard statistical
functionality (e.g., computation of averages and error bars based on the standard
deviation).

4 Design of the CaPTIF Framework

In this section, we introduce the design of CaPTIF, our implementation of a
test framework which meets the requirements outlined in Section 3. For this,
we will refine the description presented in Section 3 and introduce clear terms
to define all of CaPTIF’s components. Figure 3 shows the main components of
CaPTIF and illustrates their interdependencies. At its base, CaPTIF consists
of four components: Test Configuration, Test Case, Code Base and Revision,
and Text Fxecution Environment. It is important to note that all four of these
components can be specified independently of each other. All four components
are combined in the definition of a Test Run. Finally, the execution of a test run
produces a Test Result.

To date, we have applied CaPTIF in the area of secure multi-party com-
putation (SMPC) [1,2]. In SMPC, two or more parties wish to compute some
function on their private inputs. At the conclusion of an SMPC protocol all
parties have only learned the result they are entitled to and, in particular, they
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have learned nothing about the other parties’ inputs or intermediate results. It
is important to note that SMPC operates without the involvement of a trusted
third party (see [11] for an introduction to SMPC). Despite this original focus,
the final design of CaPTIF is far more general and is thus applicable to much
more general settings allowing for the effective performance testing of arbitrary
algorithms, modules, and libraries. For the sake of clarity of presentation, in
this paper we will describe the design of CaPTIF on the concrete example of
cryptographic protocols in the context of SMPC.

4.1 Mapping Modules and Instances

In Section 3, we have motivated that instances commonly have modular struc-
ture. As a first step in our framework design, this section describes how this
modular structure is reflected in CaPTIF.

Input Types. Since different modules require different types of input, CaPTIF
allows for the definition of arbitrary input types such as integer or set of integers.
For each input type it is possible to specify a set P of parameters p; € P
(1 < ¢ < |P|) which fully define an input type. For example, a set of integers
may be specified by the parameters set cardinality and size of the individual
integers in the set.

Representing the Modular Structure. As discussed in Section 3, any in-
stance may rely on different modules to implement its functionality and each
module can be instantiated by any of the instances corresponding to that mod-
ule (see Figures 1 and 2). It is important to note that any instance of a particular
module may itself rely on other modules in performing its function.

To implement this requirement, CaPTIF allows for the specifying of any
modules which are used. In this process it is required to indicate which input
type (e.g., integer, set of integers) is required to test this module. For each
module it is then possible to specify an arbitrary number of instances. In turn,
for each instance one can assign all the modules which it relies on as well as
any parameters (e.g., cryptographic key size) which are required for testing the
instance. Overall this yields a complex tree structure which captures the rela-
tionships between all modules and instances as illustrated in Figure 4 on the
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example of a fictitious cryptographic protocol. Here, a higher-level protocol in-
stance is composed of three modules one of which is Private Set Intersection
(PSI)® [12] (all others are left unspecified). The PSI module can be instantiated
using any of the various PSI protocols proposed in the literature, e.g., DT10 [13]
or FNP04 [12]. In turn, DT10 uses a cryptographic hash functions and FNP04
uses an additively homomorphic cryptosystem® ([15,16]) as module. Again, dif-
ferent instances for each of these modules exist.

Given this tree, it is possible to perform tests of any subtree rooted at an
instance. For example, in Figure 4 one may test the entire high-level protocol, the
implementation of DT10, the Paillier cryptosystem [15], or any other instance.

4.2 Test Configurations

Given a modular instance such as the one illustrated in Figure 4, one needs
to clearly define its composition, i.e., the assignment of one instance to each
module, that is to be evaluated (see Section 3). In the following we refer to this
as test configuration.

In order to define a test configuration, CaPTIF first allows the choosing
of the instance which is tested. Next, it is possible to assign one instance to
each module within the subtree rooted at the tested instance. For this, CaPTIF
enables the recursive selecting of one instance for each defined module until leaf
nodes are reached. As an example, one possible test configuration for the Higher-
Level Protocol is marked by the blue shading applied in Figure 4. Here, Instance

5 PSI is a prominent SMPC protocol which has applications in a variety of contexts. In
PSI, two parties each hold a private input set and at the conclusion of the protocol
one party learns which set elements both have in common and the other party learns
nothing.

5 Informally, an additively homomorphic cryptosystem allows for the computation of
the sum of two values solely by performing an operation on their respective cipher-
texts (without knowledge of the secret key). See, e.g., [14] for an introduction.
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#2 is selected for Module #1, the DT10 PSI using the SHA-512 hash function
for PSI, and Instance #3 for Module #3. To reiterate (see Section 4.1), CaPTIF
does not require to start the test configuration with the root, i.e., Higher-Level
Protocol in Figure 4. Instead one can test any subtree, e.g., in order to test DT10
PSI, one would start at the corresponding node and one would only specify the
hash function used.

4.3 Test Cases

As established in Section 3, it is crucial to precisely define the used test input.
CaPTIF implements this by means of a so-called test case” which is a concise
descriptions of how to generate a specific test input.

To specify a test case, CaPTIF first requires the selection of the input type
(e.g., integer, set of integers). Note that a test case can later only be used in
conjunction with a test configuration which requires a test case of the same
input type (see Sections 4.1 and 4.2). As motivated in Section 4.1, the input
type defines the set P of all parameters p; € P which need to be specified in
order to fully define a test case of the given input type. For all parameters p; it
is possible to either specify the range (and step size) in which they are varied
or set a constant value which is used for the entire test case. As an example,
consider an input of type set of integers with p; being the size of the individual
set elements and py being the set cardinality. One can then choose to vary p;
from 32 bits to 64 bits in steps of 32 bits and vary py from 10 to 30 in steps
of 10.

A second component of the test case is to specify so called test units and test
batches—which are illustrated in Figure 5. A test unit represents a part of the
test input which is used for a single execution of the tested instance. In cases
where a single execution cannot be measured reliably (because the execution
time is below the resolution of the timing function of the operating system), m
test units are grouped together into a test batch. The execution for the tested
instance is then measured and stored for the entire batch, i.e., for all m executions

7 This is not to be confused with the notion of a test case used in software correctness
testing [17].



in total, and thus the test result contains one data point for each batch.® When
defining a test case, CaPTIF allows for the specification of the number m of test
units within each batch. In addition, to allow for the computation of statistics,
one can specify the desired number of batches n (see Figure 5).

Once a test case is defined in the test framework, the user can choose to
automatically generate and store the corresponding test input by means of
test generation scripts which are implemented as part of CaPTIF (see Sec-
tion 5.2). The test input encompasses all the input data that is generated
from a given test case.’ For this, CaPTIF first converts the specified param-
eter ranges into sets V,,, which contain all values in the given range for pa-
rameter p; € P. Subsequently, the Cartesian product C = Hpie p Vp, of all
values is computed. As a result, each tuple ¢; € C (1 < j < |C]) is a
unique combination of parameter values. For example, let P = {p;,pa} where
p1 and py are varied as above. Then V,, = {32,64}, V,, = {10,20,30},
and C =V, xV,, = {(32,10), (64, 10), (32, 20), (64, 20), (32, 30), (64, 30)} with
c3 = (32,20). For each ¢;, n batches containing m units of test input each are
generated. Consequently, the overall test input consists of |C|-m-n test units and
the corresponding test result will contain a total of n- |C| data points. In the ex-
ample above, n batches with m test units each would be generated for each pair
¢; € {(32,10), (64,10), (32, 20), (64, 20), (32, 30), (64, 30)}. Once the test input is
generated, it is stored and used in all test runs involving this test case.!?

4.4 Code Bases and Test Environments

Code Bases: CaPTIF allows for the definition of different code bases which
capture different implementations or programming languages, e.g., C++ or Java.
For each test run it is possible to specify which code base and which code revision
is used.

Test Environments: CaPTIF maintains information on the available test sys-
tems and their locations. To date, CaPTIF’s design refrains from defining the
concrete network topology or latency between each pair of locations since this
information grows quadratically in the number of locations and is difficult to
maintain. Instead, keeping only the information on the location itself allows for
a very good estimate of the respective topology. Moreover, one could obtain ex-
act latency information by performing external tests on the connection between
these two location. While this approach only provides for a rough estimate on
the topology and latencies, we believe it is sufficient for modeling most practical
scenarios.

8 It is important to note that the total timing for all m execution is stored as part
of the test result. In particular, we do not average over the m units i.e., we do not
divide the measured timing by m.

9 Tt is important to note that the test input for a multi-party protocol includes indi-
vidual, yet correlated inputs for each party.

10 Tt is important to note that any test input that is not automatically generated by
CaPTIF has to be generated in a similar manner elsewhere.



4.5 Test Runs

To compose a test run, it is necessary to select the desired test configuration and
the test case. In addition, an appropriate number of test systems is assigned to
the test run and the underlying code base and revision must be specified.

Instead of only allowing for the collection of one time measurement per test
batch, CaPTIF provides for flexibility by allowing for the collection of multiple
split times. For example, when testing a cryptosystem, one may time encryption
and decryption individually for each test batch.

5 Implementation

CaPTIF stores the details on all modules and instances, test configurations, test
cases, test inputs, and test results for all test runs in a relational database back-
end (see Section 5.1). In order to interact with the database, CaPTIF provides
a web-based front-end. In this section, we present our choices for appropriate
software frameworks, libraries, tools and the concrete implementation details.
One crucial step was the selection of the development framework for the imple-
mentation of CaPTIF. Since CaPTIF’s data is not only accessed by the user
but also by programs and scripts, e.g., during the generation of test inputs (see
Section 5.2), the web interface should be separated logically from the data and
application logic. Thus, the Model- Viewer-Controller (MVC) pattern [18] which
supports all of these requirements was chosen as a basis for implementing CaP-
TIF. The decision for this design pattern was further supported by the fact
that MVC frameworks became state-of-the-art in web application development
in recent years.

Pyramid [19] is a Python MVC web framework which achieves modularity
through extensive usage of the Web Server Gateway Interface (WSGI). This
modularity and the resulting support for a wide range of different components,
e.g., database abstraction and templating make this framework very flexible,
light-weight, and thus well-suited for implementing CaPTIF. The current ver-
sion of CaPTIF is built using pyramid in conjunction with SQLAlchemy [20]
as Object-Relational-Mapper and Mako [21] as template engine for the web
interface.

5.1 Backend Database

As stated above, CaPTIF’s entire data is stored in a relational database. We
use the performance-oriented MySQL database using the innoDB storage en-
gine which enforces foreign key relationships and ensures data integrity, which
is crucial for maintaining all the complex relationships between CaPTIF’s com-
ponents [22]. The entity relationship diagram for the database was carefully de-
signed to support the efficient storage and retrieval of all required data together
with its relationships and dependencies.



5.2 Test Input Generation

When defining a test case in CaPTIF, one can choose to automatically generate
the test input based on the description given in the test case. To facilitate test
input generation, an automated Python script regularly checks whether there
is any test case for which no test input was generated yet. If this is the case,
the script retrieves all information concerning this test case from the database.
Based on the input type specified for the test case, the actual test input gener-
ation is handed off to an appropriate generator script. CaPTIF’s functionality
can be extended by adding new generator scripts as required for any new input
types that may be defined in the future. Since CaPTIF handles the entire in-
teraction with the database, the input generators only need to implement the
actual generation of the input.!! The resulting test input is then stored in the
backend database. For efficiency reasons, the entire test input per batch (see Fig-
ure 5) is stored as a database blob. This eliminates a great number of database
joins which otherwise would cause a significant overhead when the test input is
accessed. Furthermore, it makes the database schema independent of the under-
lying format of the test input. In particular, we store the test input in JavaScript
Object Notation (JSON) [23] and apply a hexadecimal encoding to any integer
value. In addition, since the CaPTIF API described in Section 5.3 utilizes JSON
to encode requests and responses, storing test inputs in JSON format eliminates
costly data conversion during input retrieval. Once the generation is completed,
the input is marked as being available and a test run using this test input may
start executing.

5.3 Test Execution

In order to facilitate the execution of test runs on different test systems, CaPTIF
provides an Application Programming Interface (API). The use of this API is
two-fold. First, it allows the retrieval of a test run from the database. Second,
once the test run is completed, the raw test result can be pushed back into the
framework where it is associated with the corresponding test run. This separation
enables the execution of test runs on devices which can not communicate directly
with CaPTIF . The latter is of particular importance when testing on mobile
devices. Figure 6 outlines the workflow for the execution of a test run. CaPTIF’s
APT is implemented using HTTPS requests in JSON [23] and currently three API
calls are supported:

getTestRun: Check whether a test run was scheduled to run on a particular test
system.

getTestInput: Retrieve the test input associated with a specific test run and
test system.

11 Test generators may internally use a source of randomness to generate randomized
input for the tests. Currently, the seed for any random number generator is not
stored with the test input.
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submitTestResult: Submit the test result from an individual test system to
CaPTIF.

Each data point in the test result includes all split times obtained for a
test batch. Currently, each split time consists of the user time, system time,
real time, and mazximum memory used. However, additional metrics such as,
e.g., throughput could easily be added. Below we show CaPTIF’s flexibility in
designing the execution setting on the example of a test execution on a Linux
host and on a mobile device.

Ezecution on a Linuz Host: To execute a test, each test system periodically
executes a Python test driver which calls getTestRun to check whether a new test
run has been scheduled. If a new test run is found, it downloads the associated
test input by calling getTestInput and executes an appropriate test program.
Note that it is not possible to use a generic test program for all types of modules.
This is due to the fact that the test requirements vary based on the module that
is being tested. Therefore, the test driver calls a different test program'? which
can be specified in the web interface when creating the test run.

After calling the test program, the driver passes the test input via STDIN
and waits for the test program to terminate. After completion of the test run,

12 The test program is not part of CaPTIF but it is created and compiled by the user
ahead of time to facilitate the testing of a specific algorithm or protocol.
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multiplication to the y-axis, and fixes the integer size to 64 bits.

the driver collects the test result from STDOUT and submits them to CaPTIF
via submitTestResults. This submission also marks the test run as completed
within the test database and triggers an email to the user who created the test
run notifying her of the completed test.

Ezxecution on a Mobile Device: If the test environment allows it, a mobile device
may use a procedure similar to the one used for Linux hosts. However, in settings
where this is not possible, a test driver can be executed on a desktop computer
to retrieve the test input and test configuration for the device and store them
in a temporary file. This file can then be transferred to the mobile device where
the user manually executes the test program using the test input copied over
from the desktop computer. Similarly, the test result is written to a file on the
device, copied back to the desktop computer, and submitted to CaPTIF.

5.4 Result Browser

The web interface provides a result browser which can be used to review the
test results. The browser displays a list of test runs which can be filtered by
test configuration, test instance, test case, etc. CaPTIF allows that any result



0.09 §§‘Addition‘ 4
¥ ¥ Scalar Multiplication x
_ 007 ¥ .
£ X
= 005 I t 1
E | ¥
é 0.03 4 .
001k f L i o ¢
. - a1 ! X I E . A
IR IR IR IR

_0'0%12 768 1024 1280 1536 1792 2048
Key Size

Fig. 8. Example plot generated using CaPTIF showing the runtime and corresponding
error bars for the homomorphic operations of the Paillier cryptosystem [15].

data can directly be plotted in the browser which enables a quick comparison of
test results from different test runs without time-consuming data export/import,
plotting, and formatting. When a test run is selected, the corresponding plotting
options are displayed using JavaScript (see Figure 7). For each axis of the plot,
the user is presented with various choices for values to be plotted. One can either
choose one of the parameters defined in the test case or any of the collected
metrics (such as user time) for any of the recorded split times. If more than
one parameter was varied, the remaining free parameters have to be fixed in
order for the plot to be meaningful. For example, if an encryption function was
tested by varying both the key size and the size of the plaintext, plotting the
user time as a function of the plaintext size requires the specification of a fixed
key size. Furthermore, if the test involved more than one party or host, the user
can choose the party for which the test result is to be plotted.

In addition, one can specify a label to be displayed in the legend, the format
of the plot (color, width, markers, etc.), and whether error bars should be plot-
ted. One can also choose to fit the test result by a polynomial function. Once all
details are specified, the plot is added to the list of current plots. Our implemen-
tation in CaPTIF leverages the Python matplotlib [24] to generate publication
quality plots. Multiple test results can be selected for plotting and viewing in the
browser. The user has the option to download the resulting figure as Portable
Network Graphics PNG image or as Portable Document Format PDF. All plots
created by CaPTIF show an average taken over all batches and units. In ad-
dition, one may download the raw timings in CSV format which enables more
complex analysis using any software of choice. In addition, the web interface pro-
vides various options to customize the plot, such as the range of the axes, axes
labels, figure dimensions, and a scaling factor which is useful for unit conversions
(e.g., milliseconds to seconds). Figure 8 shows an example of a plot generated
using CaPTIF.



6 Lessons Learned and Future Work

We have successfully used CaPTIF to conduct extensive performance evaluations
of various cryptographic algorithms (e.g., cryptosystems and other cryptographic
primitives), and complex multi-party protocols. These tests involved dedicated
servers connected via Ethernet as well as mobile devices connected via Bluetooth
and Wi-Fi. While our experience is by and large qualitative in nature and is
mostly related to cryptographic settings, we believe that the lessons learned are
directly transferable to the testing of general algorithms and protocols.

Before using CaPTIF, organizing all the parameters and details of a test
run and combining them with the corresponding test results proved challenging.
Our experience with CaPTIF shows that storing all information in a structured
fashion ensures that no information is lost and that it is easily accessible and
searchable at any given time. In addition, having all test results stored homo-
geneously in one location enables fast comparison and plotting. This centralized
data storage is particularly useful to us since we are working in a team with
members working from different locations.

In addition, the ability of conveniently re-using a test case to evaluate an-
other instance or the same instance using different parameters significantly sim-
plified testing. In particular, the obtained results can directly be compared in a
meaningful manner. As part of future work we plan to extend CaPTIF to store
additional details on test runs such as the versions of any libraries used as well
as details on compiler flags, etc.

Finally, test runs can efficiently be scheduled within CaPTIF and they are
then executed without requiring user interaction. As a result, it is no longer
necessary to manually log into each test system in order to start a test run.
Moreover, once a test run is completed, the next one is automatically executed
which increases the utilization of the test systems and reduces turn-around time.
It would be helpful if CaPTIF would allow for the storing of more details on the
underlying network topology—one requirement discussed in Section 3 but not
yet implemented in CaPTIF. In addition, it might be desirable to further auto-
mate the scheduling process such that test systems are assigned automatically to
queued test runs. This would not only reduce the effort required to create a new
test run, but it would also ensure that a test run does not wait for a specific test
system while others are available. Moreover, this would allow for the execution
of a single test run to be split across multiple identical test systems. Further-
more, the test driver could be extended to support the automated fetching of
the required code from a repository and the building of the tested binary.
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