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Abstract. Mobile IPv6 runs high risk of being attacked by IP spoof-
ing due to the introduction of mobility and route optimization. In this
paper, an authentic IP address validation scheme is proposed to protect
mobile nodes in Mobile IPv6 against IP spoofing attack. The mobile
nodes’ historical traffic information is leveraged to validate the authen-
ticity of its claimed home address in the scheme. Compared with other
authentication schemes, this scheme is much simpler to implement and
easier to deploy based on the usage of real data, and does not require
additional computational overhead. It also solves the address ownership
problem and the unauthenticated binding update issue in Mobile IPv6.
Real traces are used to demonstrate the applicability of the scheme in
this paper. The experimental results show that only three consecutive
historical packet records are required to construct a unique authentica-
tion key, which can identify forged home address efficiently.

1 Introduction

As an enhancement to IPv6, Mobile IPv6 provides more flexible and open com-
munication with support of the binding update protocol and the route optimiza-
tion protocol, which allows mobile nodes to roam freely in the network with two
addresses[7]. When the mobile node is in the home subnet, it is identified by its
home address. When it moves to a foreign subnet, it obtains a new address as
care of address. The key point of mobile node is to notify the home agent and
the correspondent node its current care of address in a reliable and timely way
through binding update request.

However, exploiting the security vulnerability of unauthenticated binding up-
date, an attacker can masquerade as a mobile node (MN) and send a binding
update request to the home agent (HA) and the correspondent node (CN) eas-
ily[10]. As IP address plays an important role in Internet, it is a disaster if such
request is trusted and accepted: the normal traffic direction in the network will
be changed, and the network resources will be consumed. Moreover, the victim’s
confidential information may be stolen[5]. Obviously, mechanisms to authenti-
cate the identity of the mobile nodes are crucial to network communication and
management.
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The IETF has proposed IPsec[2] and return routability (RR)[7] mechanism
to verify the identity of the mobile nodes. Some cryptography-based mechanisms
with the mobility support such as AIP[1] and CGA[3] have also been proposed
to generate accountability address in order to verify the identity of the source
address. But these mechanisms have not been widely applied yet, because of
their computation complexity, heavy storage overhead and long communication
latency. As a result, further studies on source address validation in Mobile IPv6
are strongly needed.

The main reason behind the success of masquerade attack in Mobile IPv6 is
that the home agent and the correspondent node cannot determine the ownership
of the address claimed by the mobile node with unauthenticated binding update.
If the mobile node can prove its identity after its move, the masquerade attack
can be distinguished. SAVA[16, 17] is the first method that proposed authentic
source IP address. SAVA guarantees address authenticity in a hierarchical way.
First, it completes the source address validation in local subnet by exploiting
the dynamic binding relationship between the switch port and the valid source
IP address. Second, it completes authentication at Intra-AS level through the
ingress/egress filtering. Finally, it completes Inter-AS source address validation
by alliance. SAVA has currently been deployed in CNGI-CERNET21, which is a
large-scale pure IPv6 backbone. However, SAVA does not consider the authentic
source IP address issue in Mobile IPv6. Our work is an extension of SAVA, and
we will solve the authentic source address validation problem in Mobile IPv6 in
this paper.

Identity authentication is not unique to network security, but exists in our
daily life. For example, in credit cards customer service, some authentication
questions will be asked to verify our identity, such as credit card number, home
address, phone number, and the amount of recent consumption. These informa-
tion together forms a key for a certain card holder. Following the same logic, our
study attempts to address the following questions:

– Is there any information only known to the mobile node and the home agent
or correspondent node that can be used to verify the node’s identity?

– How does a mobile node use such information to signal its ownership of an
IP address?

– How to determine the effectiveness of the authentication information?

In this paper, we try to extract authentication information from historical
traffic generated by users (or end hosts/nodes). This is possible because users’
traffic is private and very diverse in certain dimensions. For example, our anal-
ysis of the data collected from DragonLab2 (Dataset 1 described in Section 5)
suggests that different users access the Internet at different time and sequence
(Section 2). The result shows that although 67.11% of the access behaviors are
concentrated on only 2 of the 21 monitored destinations, the online activities
of different users actually happen at very different times and in very different

1 http://www.edu.cn/cernet2_7948/
2 http://dragonlab.org/
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sequences. As a result, users in Dataset 1 need no more than two consecutive
packets to differentiate themselves from each other. If the mobile node can tell
when and what it has done correctly, its identity can be verified.

Such evidence allows us to propose an authentic source address validation
scheme in Mobile IPv6 based on the historical traffic of the mobile nodes. To
implement this scheme, we first collect the mobile nodes’ traffic at both the home
agent and the mobile node, and then construct the consecutive packets of each
mobile node in time as access path. We also employ some storage techniques to
strengthen the security of the access path to defend against the eavesdropped
traffic used by the attackers. Such access path can serve as authentication key to
validate the ownership of the home address claimed by the mobile node after its
move (Section 3). Theoretical analysis on performance shows that our scheme has
light overhead and is able to complete the source address validation in a secure
way(Section 4). Our experimental results with real traces demonstrate that the
access path with only three consecutive packets can differentiate a mobile node
in a subnet completely under reasonable settings (Section 5). Our scheme has
the following advantages:

– Accountability: The mobile node can prove the ownership of its claimed home
address efficiently using access path generated from its historical traffic.

– Light overhead: Without using cryptography, our scheme has no computa-
tional overhead. It has light storage overhead also because it needs a few
packets for validation.

– Easy to implement: Leveraging the real traffic generated in the network,
the implement and the deployment of the scheme is easy. Minimum data
collection is required in this scheme.

The rest of the paper begins with the motivation for our research in Section 2.
Section 3 describes the trustable communication architecture in Mobile Ipv6, the
construction of the access path, and the source address authentication details.
The performance and security analysis of our scheme are presented in Section
4. The applicability of the scheme is demonstrated in Section 5 with real traces.
Section 6 introduces related work. Section 7 concludes the paper.

2 Problem Statement

Since it is a complicated and daunting task to generate a key to complete au-
thentication with cryptography and PKI’s support, we look for alternative ways
in this paper.

As is commonly known, numerous historical traffic will be generated in the
network when the nodes access the Internet. However, only information that
satisfies the three criteria of privacy, uniqueness and anti-replay attack ability
can be used for the authentication purpose. Our mission in this paper is to
extract information from the historical traffic to generate the authentication key
satisfying above three criteria.
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Since it is impossible for attackers to monitor the network all the time, we can
assume that the traffic is only known to the nodes that send it and the devices
that collect it. Even though some traffic may be eavesdropped by attackers, we
can use some techniques to make them useless to attackers. In essence, we assume
that the traffic information is not known to attackers in authentication.

It is a great challenge to ensure the uniqueness of the authentication key
generated from the historical traffic because the traffic of different nodes can be
same at the same time. However, our analysis based on real traces reveals that
online activity differences always occur among individual users even though they
may behave exactly the same at some time (Figure3 and Figure 8). For example,
only 1.81% of 2856 users in Dataset 1 have exactly the same access behavior at
some particular point of time, and all the nodes can be differentiated with access
behaviors of two visits. Therefore, it is feasible to construct a unique authenti-
cation key according to time (access sequence) and space (packet composition
information) properties of the traffic.

The ability of anti-reply attack is important to validation because attackers
may eavesdrop the traffic in the network. In general, there are two classes of
methods to protect the authentication key. One is using encryption, and the
other is generating a new key whenever it is needed. The volume of the traffic
information in the network allows us to take the second approach because the
nodes usually generate a large number of packets every day.

In summary, it is possible to construct authentication key from mobile nodes’
historical traffic that satisfying the three criteria of privacy, uniqueness, and anti-
reply attack ability.

3 Access Path based Trust Communication Architecture
in Mobile IPv6

The purpose of this paper is to validate the home address claimed by the mobile
node using its historical traffic after its move. There are three important issues
to address. The first is what traffic we should collect, where to collect it and how
to store it for easy access. The second is how to construct the authentication key.
And the third is how to validate the home address of the mobile node according
to the authentication key. We discuss these issues in this section.

3.1 Overview
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Fig. 1. Historical traffic based trustable communication architecture in Mobile IPv6
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Figure 1 presents our trustable communication architecture based on mobile
nodes’ historical traffic information. It consists of two modules. The first one is
collecting module, which resides in the home agent and the mobile node. This
module decides what information to collect and how to store it. The second one
is communication module. This module accomplishes the mobile nodes’ authen-
tication after its move. It involves binding update authentication both to the
home agent and to the correspondent node. We elaborate on the function of
each module below.

3.2 Information Collecting and Recording

As the basis of our scheme, traffic collection is a crucial part in our study. We
think that the best location to collect and record the traffic is the home agent
and the mobile node because of their positions. Packet is chosen as the collection
unit because it is easy to collect by both the home agent and the mobile node.
Because of the privacy and overhead issues, we will not collect packet payload
in this paper.
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Fig. 2. The entropy of traffic which is composed of different tuples

Generally, we need use a 5-tuple <srcIP,dstIP,srcport,dstport,protocol> to
denote a flow in the traffic. But in this paper, we only need use the 4-tuple
<srcIP,dstIP,srcPort,dstPort> to construct the authentication key because we
find that the information protocol has marginal effect in determining the dis-
tribution of the traffic. This can be seen from the entropy statistics of Dataset
2 shown in Figure 2. Entropy is a concept to measure the probability of par-
ticular information in information theory. It has been shown to contribute to
network monitoring[6] recently. The smaller the entropy is, the more regular the
information distribution is. Therefore, it is more difficult to distinguish between
mobile nodes when the entropy is low. From Figure 2, we can see that the traf-
fic’s entropy of 5-tuples is almost identical to that of 4-tuples and the entropy
of 4-tuples is bigger than the others. This suggests that the choice of 4-tuple is
the most suitable one to construct the authentication key because the packets of
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4-tuples is much easier to differentiate. We will verify this conjecture with real
data in Section 5.

To guarantee the consistency between the traffic collected in the home agent
and that collected in the mobile node, we collect the traffic through the asyn-
chronous transmission. We also focus on the packet order instead of the precise
time in the procedure of authentication to further reduce the impact of time
difference between the traffic in the home agent and that in the mobile node.

After determining the information to be collected, the home agent and the
mobile node find a way to store the collected traffic in easy-to-access types. The
traffic collected is usually stored in a database in the home agent. However, it is
inconvenient to access such information if all users’ traffic is stored in one table.
So, each home agent in our work builds a table for each mobile node to record
their traffic in time order. To reduce the access time, the home agent also creates
a hash table to maintain the relationship between the mobile nodes and their
traffic table. Compared with traffic storage in the home agent, the traffic storage
in the mobile node is much simpler. Each mobile node only needs maintaining
its own traffic table in time order.

As there is so much traffic in the network, it is impossible to collect all the
packets generated by the mobile nodes. In our work, we use stationary space to
store the traffic for each mobile node. Meanwhile, we apply several strategies to
reduce the frequency and quantity of data collection.

First, we reduce the collection frequency by just collecting special data. Some
measurements based on mobile circumstance find that the traffic generated by
the mobile nodes largely focuses on individual ports and services[8, 14], such as
port 80 or web service. This allows us to collect the packets of special applica-
tion, such as the packet whose destination port is 80. This collection strategy not
only reduces the storage overhead but also reduces the risk of attackers’ eaves-
dropping, as attackers need more time and energy to get the special application
information they want.

Second, we update the storage depending on the availability of the space
and the frequency of collection. Once the storage space is full, the collection will
be stopped temporarily. So, even if the nodes do not access the Internet for a
long time, or they have a prolonged absence from the local subnet, the traffic
records will be sustained unless the space is full and new collection begins. This
collection method increases the difficulty of attackers’ eavesdropping because
they do not know what information to collect and what sequence to store it.

3.3 Access Path Construction

As shown in Figure 3, there may be many nodes in a subnet and they may
exhibit the same online activities at a particular point of time. Therefore, it
is insufficient to use just one packet to differentiate different users. However,
we can combine the time and space properties of the traffic to construct the
authentication key. In order to do so, we define the list of consecutive packets
from one mobile node N as its access path indicated by

ApathN,timestart = {(numberi, Pi)}, where,
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Pi = {srcIPi, dstIPi, srcPorti, dstPorti}.
The parameter timestart represents the collection time of the first packet in

the access path. The parameter numberi indicates the sequence number of the
packet in the storage. It is an auxiliary parameter to strength the security of
the authentication key in the construction of the access path. The parameter Pi

is used to denote the packet in the list and it is represented by a 4-tuple. P1 is
named starting point of the access path. We call the length of the access path
access hop in our paper, which is equal to the number of packets in the list. The
most important question for our architecture is how many hops we should use
to construct a unique access path. We answer this question in Section 5.
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3.4 Access Path based Authentic Source Address Validation

The access path based source address validation includes two parts, as shown in
Figure 4.
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Fig. 4. The procedure of home address validation. In this way, the home agent and the
correspondent node can authenticate the binding update and distinguish the ownership
of the home address claimed by the mobile node.

In the first part, the home agent validates the home address of the mobile
node once it receives a binding update request from the mobile node. It searches
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through traffic records table according to the home address claimed by the mo-
bile node, constructs a challenge question and sends it to the mobile node with
message Auth Init as shown in Figure 4. After the mobile node gets the ques-
tion, it looks for the answer in its own storage table, builds the corresponding
authentication key, and returns the key back to the home agent through message
Auth Ack to prove its identity. The home agent can compare the answer from
the mobile node with the records in its own table to validate the identify of the
mobile node.

In the second part, the correspondent node needs to validate the identity
of the mobile node as well after it receives a binding update request from the
mobile node. The authentication to the correspondent node is more complicated
because it has no records of mobile nodes’ historical traffic. Usually, the corre-
spondent node is a server that has large access volumes. The cost of monitoring
and collection on the correspondent node is very expensive. However, the cor-
respondent node can depend on the home agent to complete validation. The
procedure is shown in Figure 4. After the correspondent node receives a binding
update request, it sends an authentication request to the home agent through
message Auth Proxy. The home agent then sends a new challenge question to
the mobile node through message Auth Ask. At the same time, the home agent
also sends the correspondent node the hash value of the right answer to the
challenge question. After the correspondent node receives the answer from the
mobile node through message Auth Ack, it computes the hash value of the an-
swer and compares the result with that from the home agent. Such comparison
allows the correspondent node to distinguish the identity of the mobile node.

How to construct the challenge question is an important task in authenti-
cation. Since our validation is based on the access path, it is easy to construct
a challenge question. For example, we can ask ”what information do you have
between number 5 and 8?” or ”what did you do after you accessed the 120.23.*.*
at port 80 at 11:00?”. Since neither storage order nor the accurate content can
be known by the attacker, a right answer must come from the right mobile node.
Of course, we can ask more than two questions to strengthen the security.

4 Performance and Security Analysis

4.1 Storage Overhead

We illustrate the storage overhead of our scheme using the example of our campus
network (see Section 5). Suppose all 48,000 users in the campus network are
mobile nodes, and each packet record in our case is 40B. The relationship between
the storage overhead and the number of packet records for each mobile node is
shown in Figure 5.

From Figure 5, we can see that only 0.076MB of overhead is needed to store
2000 packet records for each mobile node, and only 3.58G of overhead is needed to
store all the packet records for all mobile nodes in the home agent. Obviously, this
light storage overhead will not lead to overhead burdens on the home agent or the
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mobile nodes. Since our experimental results show that only three consecutive
packets are sufficient to complete validation (see Section 5.2), the actual overhead
in real practice should be much smaller than that in Figure 5.
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Fig. 5. Storage overhead in the home agent and the mobile node.

4.2 Security Analysis

Attackers are most likely to eavesdrop at three locations in the network: on the
path between the home agent and the correspondent node (HA-CN path), on
the path between the home agent and the mobile node (HA-MN path), and on
the path between the mobile node and the correspondent node (MN-CN path).
We analyze the security of our scheme under scenarios of attacks to these three
paths.

– On HA-CN path: The only useful message to the attacker on the HA-CN
path is the hash value of the authentication key generated by the home agent.
Even if the attacker is able to get the hash value, it is almost impossible for
the attacker to decode the original authentication key from it.

– On HA-MN path: In our scheme, the messages transmitted on the HA-MN
path include the mobile nodes’ traffic, the binding update request, the chal-
lenge question and the authentication key. The authentication key is useless
for attackers, because it changes all the time. The mobile nodes’traffic is also
useless for attackers, because the attackers cannot know the sequence num-
ber of the packets required to construct the access path unless they collect
the traffic continuously from the very beginning. But this is impossible.

– On MN-CN path: The eavesdropping on the MN-CN path is not a con-
cern to our scheme because that the authentication key will change in every
communication under our scheme.

4.3 Feasibility Analysis

The authentication key used in our scheme comes from real traffic data. No
additional device or software is needed except for a collection module. As a
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result, it is simple to deploy our scheme in practice. Moreover, most core routers
have collected the historical traffic passing by for the purpose of measurement
and management. Our scheme can use the data collected by routers directly,
or add some additional features to the collecting function of routers without
introducing too much overhead.

5 Experimental Study

In this section, we demonstrate the optimal choice of access hops in the con-
struction of authentication key. We use two datasets collected from Campus
Network of Tsinghua University (TUNET), which serves for about 40,000 hosts
and 48,000 connected end users. TUNET connects to the CERNET (China Ed-
ucation and Research Network) that connects to the Internet through a 2 Gbps
full-duplex link.

One dataset was collected from the platform of DragonLab (Dataset 1). It
monitored the Web/HTTP traffic of TUNET that interacts with online map sites
including Google Map, Microsoft Live Maps, Yahoo Maps, Baidu Maps, Koubei
Maps, Sogou Maps, Edushi and Dushiquan. This dataset consists of about 2GBs
of map traffic data for the 18 days between April 7th and 24th of 2009.

The other dataset was collected by a core router in TUNET (Dataset 2).
It includes all the packets without payload for ten minutes between 16:40 and
16:50 on December 7th of 2006. The size of the data is around 2GBs.

Notice that these datasets are used for methodology analysis, other datasets
with packet records can also be used.

5.1 Effectiveness Evaluation Algorithm

Before determining how many access hops are needed to construct a unique
authentication key, we first propose a standard used to evaluate the effectiveness
of an access path. In order to do so, we design an access path based forest through
three steps (To strengthen the security, we do not consider the packet sequence
number of the access path in the construction of the forest):

– Create an access path graph for the nodes that have the same behaviors at
the same point of time.
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Fig. 6. The construction of the access path graph and forest. Each node represents a
packet and the directed link denotes access order.
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We first create a graph to cluster all the nodes that have the same behav-
iors at the same point of time. In the graph, each point (node) represents
a packet in the access path, which is denoted by Pi; and each directed link
reflects the sequence of packets. We illustrate the graph construction with
an example. Suppose we need to validate a mobile node N1. First, an access
path ApathN1,t0 = {P1, P2, P3, P4} is chosen from the home agent’s records
table randomly and a graph is constructed as shown in Figure 6. Next, all
the nodes that have the same packet P1 around the same point of time are
extracted from the database. Suppose four nodes are found and their access
paths are ApathN2,t0 = {P1, P2, P3, P5}, ApathN3,t0 = {P1, P2, P6, P7},
ApathN4,t0 = {P1, P7, P8, P8} and ApathN5,t0 = {P1, P6, P7, P8} respec-
tively. These access paths are then inserted into the directed graph one by
one as shown in Figure 6. In order to improve the security, we do not require
other nodes to access P1 exactly at t0 as node N1 does, but allow other
nodes to access P1 between t0− t and t0+ t, where t is a threshold (We use
0.5 second as the threshold in this paper).

– Construct the access path forest. The forest can be constructed according to
the following steps:
First, we make layers for the access path graph shown in Figure 6. The layer
of the starting point P1 is defined as layer 0. The layer number is one less
than the corresponding access hops.
Second, we set the starting point of the access path as the origin node of
the forest and define the number of mobile nodes in the access path graph
as the in-degree of the origin node. As shown in Figure 6, the in-degree of
the point P1 is 5.
Third, we consolidate the points in the graph layer by layer to construct the
forest. The same points at the same layer in the graph are consolidated into
one point in the forest at the same layer. The in-degree of the point in the
forest is the number of the mobile nodes that have accessed this point at
the same layer of the graph. In effect, the in-degree of the point means the
number of users that have the same starting point and the same access path
up until this point. We call points whose in-degree is one as ”leaf nodes”,
and we do not add points under them in the next layer of the forest. Point
P6 in Figure 6 is an example of leaf point.

– Compute the effectiveness of the access path.
The ultimate goal of constructing the access path forest is to determine how
many hops are needed to construct an effective authentication key. Based on
the in-degree of the points in the forest, the effectiveness of the access path
with hops i can be defined as follows:

Disci =


0 (if i=1 & N>1 );

1 (if i=1 & N =1) ;∑(
k=1 i−1)(leafk)

N (if i>1);

(1)

In formula (1), the parameter N represents the in-degree of the origin node,
the parameter leafk denotes the number of leaf points at layer k, and Disci
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defines the effectiveness of the access path with i hops. The result of Disci
allows us to find the most suitable access hops needed for authentication
purpose. For example, the effectiveness of the access path in Figure 5 is
illustrated in formula (2). The result suggests that the access hops must be
at least 4 in order to construct an authentication key to identify node N1 or
differentiate all the mobile nodes. However, the number of access path hops
can be less under certain circumstances.

Disci =


0 (i=1 );

40% (i=2 ) ;

60% (i=3);

100% (i=4);

(2)

5.2 Choice of Access Hops

The authentication key constructed with different information may have differ-
ent effects on validation efficiency. In this section, we detect the optimal number
of access hops under different tuples to construct the authentication key. To eval-
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Fig. 7. Packets distribution under different tuples in Dataset 1(a) and Dataset 2(b)

uate the impact of alternative choices of tuples on authentication key, we change
the definition of packet from 2-tuple to 4-tuple to calculate the distribution of
mobile nodes’ traffic for both Dataset 1 (as shown in Figure 7(a)) and Dataset
2 (as shown in Figure 7(b)). In both Figures, each column in the m-tuple group
represents the frequency of a m-tuple packet re-appear (does not consider srcIP
information since it is the producer of the packet). In fact, it reflects the number
of mobile nodes that have the same behaviors at the same point of time. For
example, the first column of the first group in Figure 7(a) stands for the number
of unique 2-tuple <srcIP,dstIP> packets in Dataset 1; and the second column
stands for the number of 2-tuple <srcIP,dstIP> packets that is common to 2
different mobile nodes in their access history at some point of time. Apparently,
the 4-tuples packets have a lower probability to re-appear than others.

Using the effectiveness evaluation algorithm discussed earlier, we compute
the smallest number of access hops needed to construct the authentication key
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as the choice of the tuples changes for both Dataset 1 and Dataset 2. The result
is shown in Figure 8.
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Fig. 8. Nodes’ discrimination rate in different hops

We can see that most nodes (98.19%) in Dataset 1 can be distinguished by
one 3-tuple <srcIP,dstIP,dstPort> packet, and all nodes can be distinguished by
one 4-tuple <srcIP,dstIP,srcPort,dstPort> packet. For Dataset 2, at most three
access hops are needed to construct a unique authentication key. We can also
notice from Figure 8 that the access hops needed for Dataset 2 is much longer
than that for Dataset 1. This is because the traffic in Dataset 1 is more special.
In general, the access hops based on special application traffic is always much
shorter. However, it may need more time to collect.

6 Related Work

The IETF uses the IPsec[2] to assure the authenticity of the binding update to
the home agents. It is secure in theory. However, it has not been widely deployed
because of its complexity and computational overhead.

The IEFT has also proposed return routability (RR)[7] mechanism to over-
come the security vulnerability introduced by the route optimization. The RR
mechanism uses reachable check to assure the right mobile node is sending the
binding update message. When the mobile node moves to a new location, it
sends two Init messages to the correspondent node through two paths. One is
sent directly to the correspondent node. The other is sent via the home agent.
The correspondent node generates two tokens for these two Init messages ac-
cording to a secret only known by himself and sends them back to the mobile
node through the same two paths. After that, the mobile node sends back a
binding management key (named kbm in IETF) that is constructed from these
two tokens to the correspondent node to prove its identity. Although it is difficult
for attackers to intercept on two paths at the same time, some have managed
to do so[13]. [9, 12, 15] propose some improvements to RR mechanism, but they
have not been able to make it applicable to a larger extent.
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Our scheme shares some similarities with RR mechanism in design. Both RR
mechanism and our scheme rely on the home agent to help the correspondent
node to complete the binding update authentication. However, there are two
essential differences in our scheme. First, the source of the authentication key
is different in these two mechanisms. It is generated by the mobile node in our
scheme but generated by the correspondent node in RR mechanism. This makes
our scheme more secure than RR mechanism. For example, if the attackers man-
age to eavesdrop on the HA-CN path, they are able to obtain one token of the RR
mechanism. If they obtain the other token directly from the correspondent node,
they can generate kbm to win the correspondent node’s trust. While our scheme
has no such kind of risk. Second, the implementation of RR mechanism requires
the support of the security tunnel between the home agent and the mobile node.
However, the security tunnel such as IPsec has not been deployed widely because
of its complexity. As a result, RR mechanism is not widely employed although
the concept of security tunnel is theoretically sound. In the contrast, our scheme
does not require the support of a pre-created security tunnel.

The idea of accountability is widely applied in IPv6 to validate the iden-
tity of the nodes, such as in AIP[1], CGA[3] and HIP[11]. These mechanisms
often bind the source address onto public key to generate a self-certification
address, and most of them support mobility as well. However, the computa-
tional complexity caused by encryption limits their deployment. For example,
the CGA(Cryptographically Generated Addresses) is composed of subnet prefix
(64 bits) and interface identifier (64 bits) that is generated by two hash changes
according to the address owner’s public key and some CGA parameters. The
corresponding private key and the interface identifier that is unchanged no mat-
ter how host roaming assert the senders identity in mobility. Unfortunately, the
time required for generating a valid high secure CGA address is overwhelming
from a practical perspective[4]. In this paper, the scheme we proposed also builds
on the notion of accountability. However, our scheme only requires existing data
in the network, which solves the overhead and deployment issues of traditional
cryptography-based mechanisms.

7 Conclusion

In this paper, we propose an authentic source IP address validation scheme in
Mobile IPv6. Using historical traffic generated by the mobile nodes, our method-
ology generates a unique authentication key to validate the home address claimed
by the mobile node after its move. This key is a sequence of access paths com-
posed by 4-tuple <srcIP, dstIP, srcPort, dstPort> packets. It is difficult for at-
tackers to forge because the access path and the sequence number of the packets
in the storage is only known by mobile nodes and the home agent. In addition,
any effort from attackers to extract authentication key is meaningless because
authentication key is changing all the time.

Our experiment with real traces demonstrates that a unique authentication
key can be constructed using only three 4-tuple <srcIP, dstIP, srcPort, dstPort>
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packets. Compared with other cryptography-based methods, our scheme con-
sumes no computational overhead and less storage overhead. Most important of
all, it is easy to deploy using available data existing in the network.
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