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Abstract. Online mining in large sensor networks just starts to attract interest. 
Finding patterns in such an environment is both compelling and challenging. 
The goal of this position paper is to understand the challenges and to identify 
the research problems in online mining for sensor networks. As an initial step, 
we identify the following three problems to work on: (1) sensor data 
irregularities detection; (2) sensor data clustering; and (3) sensory attribute 
correlations discovery. We also outline our preliminary proposal of solutions to 
these problems. 

1 Introduction 

Recent technology advances have enabled the development of small, battery-powered, 
wireless sensor nodes [2][6][20]. These tiny sensor nodes, equipped with sensing, 
computation, and communication capabilities, can be deployed in large numbers in 
wide geographical areas to monitor, detect and report time-critical events. 
Consequently, wireless networks consisting of such sensors create exciting 
opportunities for large-scale, data-intensive measurement and surveillance 
applications. In many of these applications, it is essential to mine the sensor readings 
for patterns in real time in order to make intelligent decisions promptly. In this paper, 
we study the challenges, problems, and possible solutions of online mining for sensor 
networks. 

Research on data mining has been fruitful; however, online mining for sensor 
networks faces several new challenges. First, sensors have serious resource 
constraints including battery lifetime, communication bandwidth, CPU capacity and 
storage [15]. Second, sensor node mobility increases the complexity of sensor data 
because a sensor may be in a different neighborhood at any point of time [7][19]. 
Third, sensor data come in time-ordered streams over networks. These challenges 
make traditional mining techniques inapplicable, because traditionally mining is 
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centralized, computationally expensive, and focused on disk-resident transactional 
data.   

In response to these challenges, we propose to develop mining techniques that are 
specifically geared for sensor network environments. Our goal is to process as much 
data as possible in a decentralized fashion while keeping the communication, storage 
and computation cost low.   

As a start point, we propose three operations of online mining in sensor networks: 
(1) detection of sensor data irregularities, (2) clustering of sensor data, and (3) 
discovery of sensory attribute correlations. These mining operations are useful for 
practical applications as well as for network management, because the patterns found 
can be used for both decision making in applications and system performance tuning. 
For example, irregularities in sensory data are of interest of monitoring applications. 
In addition, for this kind of applications, the communication cost can be reduced if 
only abnormal sensory values, as opposed to all values, need to be transmitted. 

The rest of the paper is organized as follows. In Section 2, we illustrate the need 
for online mining in sensor networks using an example. Our design of online mining 
in sensor networks is presented in Section 3. We present related work in Section 4 and 
conclude in Section 5. 

2 A Motivating Example 

There have been initial applications of sensor networks on wild life habitat 
surveillance [15], battlefield troop coordination, and traffic monitoring. As a 
motivating example for online mining in sensor networks, we describe a possible 
application on wild giant panda monitoring and protection in China. Suppose weather 
sensors are deployed throughout a panda habitat and wearable sensors attached to the 
pandas in the habitat. The sensors acquire sensor data on attributes such as 
temperature, light, sound, humidity, and acceleration. In addition, there is a panda of 
interest named Huanhuan. The following is a few questions that scientists on site may 
ask: 

1) Is Huanhuan having any abnormal symptoms compared with its past data? What 
other pandas are having abnormal symptoms and what are these abnormal symptoms?  

2) What pandas have a similar physical status to Huanhuan’s? What pandas are 
similar to one other and on what sensory attributes are they similar? 

3) What attributes of Huanhuan’s are correlated and how are they correlated? What 
attributes of pandas are correlated with the humidity of their habitat? What symptoms 
of pandas are correlated to what attributes of the habitat? 

Answers to these questions are important for habitat maintenance and panda 
protection, and these questions all require online mining of sensor data. 



3 Design of Online Mining  

In this section, we identify the following three problems of online mining in sensor 
networks and outline our preliminary solutions. 

3.1 Detection of Sensor Data Irregularities  

The problem of irregularities detection is to find those sensory values that deviate 
significantly from the norm. This problem is especially important in the sensor 
network setting because it can be used to identify abnormal or interesting events or 
faulty sensors. 

We break this problem into two smaller problems. One is to detect irregular 
patterns of multiple sensory attributes and the other to detect irregular sensory data of 
a single attribute with respect to time or space. The irregular multi-attribute pattern 
detection problem has the assumption that there are some normal patterns among 
multiple sensory attributes, which is true in some natural phenomena. Once these 
normal patterns are broken somewhere, the irregularity is detected and reported. In 
contrast, the irregular single-attribute sensor data detection problem examines the 
temporal and spatial characteristics of a sensor node and detects any irregularity in 
comparison with the node’s previous data or the data of the neighbor nodes. 

3.1.1 Detection of Irregular Patterns 
We propose a new approach named pattern variation discovery to solve this problem. 
Our approach works in the following four steps: i) Selection of a reference frame. 
This frame consists of the directions along which we want to look for irregularities 
among multiple sensory attributes. An analyst can explicitly specify the reference 
frame. It is also possible to discover the reference frame that results in a lot of 
irregularities. ii) Definition of normal patterns. This definition can be models of 
multiple sensory attributes or constraints among multiple attributes. iii) Incremental 
maintenance of the normal patterns. Whenever a sensor gets a new round of readings, 
the normal patterns are adjusted incrementally. iv) Discovery of irregularity. 
Whenever a normal pattern is broken at some point along the reference frame, an 
irregularity appears. That is, the pattern variation happens. 

For example, we want to discover the irregular distribution pattern among multiple 
sensory attributes along time. Then, for each time point, we can put the values of a 
group of sensory attributes at a series of sensor nodes into a matrix, which represents 
a distribution status. The problem then becomes to discover the irregular matrix 
among a set of matrices. An irregular matrix represents that, at the corresponding time 
point, the distribution pattern of all the sensory attributes on all the nodes are 
irregular. Because our approach involves a lot of comparisons between matrices, we 
propose to use the technique of Singular Value Decomposition (SVD) [4]. SVD is a 
powerful data reduction and approximation technique, which extracts the useful 
features of a matrix. Using SVD, we can get a vector of singular values out of a 
matrix. Consequently, matrix comparison becomes vector comparison, which is less 



computationally expensive and reduces communication cost. Additionally, integrating 
SVD with the sliding window mechanism, we can handle streaming sensory data. 

3.1.2 Detection of Irregular Sensor Data 
Detection of irregularities is tightly interrelated to modeling of sensor data. Therefore, 
we propose to detect irregular single-attribute sensor data with respect to time or 
space by building models.  

For temporal irregularities in sensor data, we build a model of the sensory data as 
the readings of a node come in. When some reading substantially affects the 
coefficients of the model, it is identified as an irregularity. With resource constraints 
of sensor nodes, we may need to approximate the distribution of data instead of 
maintaining all historical data. In many applications, it suffices to consider the most 
recent N values in a sliding time window.  

For spatial irregularities in sensor data, we build a statistical model of readings of 
neighboring nodes. If some readings of a node differ from what the model anticipates 
based on the readings of the neighboring nodes, an irregularity is detected.  In order 
to reduce resource consumption, we may define the neighboring nodes to be those 
only a single hop away on the network. As a node moves geographically, the 
parameters of its model is incrementally adjusted. Distributed modeling is also 
possible. 

Finally, there is a tradeoff between model accuracy and resource consumption.  
On one hand, modeling can reduce resource consumption because only model 
parameters are stored and transmitted instead of a large amount of sensor data. On the 
other hand, highly accurate models may result in a large size and frequent updates of 
data, which increases resource consumption. 

3.2 Clustering of Sensor Data  

We propose a new approach named multi-dimensional clustering of sensor data. This 
approach works as follows. First, cluster the sensor data along each sensor attribute 
separately. All resulted clusters form a set of clusters, which we call the Cluster Set. 
Second, construct a bipartite graph G with the Sensor Set (the set of sensor nodes) and 
the Cluster Set being the two vertex sets. If some sensory attribute value of a sensor v 
belongs to cluster u, there is an edge pointing from v to u. Last, find all of the 
maximal complete bipartite sub-graphs, i.e., the maximal bipartite cliques of G. These 
cliques identify “which sensor nodes have similar sensory readings on which 
attributes”.  

Figure 1 illustrates an example of multi-dimensional clustering. In the bipartite 
graph, the set of vertices on the top is clusters of sensor data by single-attribute of 
sensors, e.g., T1, T2, and T3 are clusters by the temperature attribute, L1, L2, L3 by 
light, and H1, H2, H3 by humidity correspondingly. The set of vertices in the bottom 
of the figure is the sensor nodes, with the dark ones being representative nodes of a 
clique. There are three cliques of the sensor nodes in the figure. 
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Fig. 1. Multi-dimension clustering 

The cliques resulted from multi-dimensional clustering are useful not only for data 
analysis applications but also for network management and query optimization. Since 
all sensor nodes in one clique are similar, we can select a representative node for each 
clique to work on behalf of its clique in order to save power consumption with a 
reduced accuracy of data. This selection can be based on the residual energy of a node 
or the distance between the node and the base station. We can also select 
representative nodes based on a cost function of assigned tasks. In addition, the role 
of a representative node can be rotated among the nodes in one clique for load 
balancing.   

3.3 Discovery of Sensory Attributes Correlations 

Sensory attributes are rarely independent and correlations are common. For example, 
empirical evidence has shown that temperature and humidity are closely correlated in 
some natural environment. Therefore, efficiently identifying correlations among 
multiple sensory attributes is important for data analysis applications. For instance, 
we can estimate the changes of some attributes from the changes of the correlated 
attributes. 

We treat readings of each sensory attribute as a data stream, i.e., a sequence of data 
items xi at the sequence number i. As we are interested in correlation between data 
changes of various sensory attributes, e.g., correlation between the change of 
temperature values and that of light values, we replace each sensory data value xi with 
its difference from its previous data item, ∆i = xi - xi-1. Thus, a time series of sensor 
data is represented as a sequence of ∆i. 

Let S1, …, Sm-1, Sm be a collection of m sensor data streams, each for one attribute. 
One way of representing these data streams is to use a matrix A with time points and 
attributes being row and column indexes. We can then group data by correlated 
attributes or correlated time points [4][10] in this matrix. Recall that we propose to 
use the SVD technique (Singular Value Decomposition) for matrix reduction in 
pattern variation discovery. Here, this technique can also be used to find the best 



subspace that identifies the strongest linear correlations in the underlying data set 
[10]. Additionally, SVD tries to identify similarity patterns (rectangular regions) of 
related values in the A matrix, and the similarity of each row with the patterns [4]. It 
will naturally group similar “attribute-name” into attribute groups with similar 
behavior. In pattern variation discovery, we use SVD to speed up the comparison 
among multiple matrices. Here, in correlation discovery, we use SVD to consider the 
correlation among the rows within one matrix. 

Alternatively, we can consider sensory attributes correlations as inter-transaction 
association rules [13]. For example, a rule or correlation says that “if node A’s 
attribute x goes up at time point 1, B’s attribute y will (with an 80% possibility) go up 
at time point 2 and C’s attribute x will go down at time point 3”. However, in the 
context of a large-scale mobile sensor network, the problem is more complex and 
challenging than traditional market basket analysis. 

4 Related Work 

There has been much work in the areas of sensor networks, data mining, and data 
streams, but little work has been done at the intersection of these areas. 

Sensor networking protocols have attracted a tremendous amount of research effort 
[6]. Sensor databases and query processing techniques have been proposed for 
acquiring and managing sensor data [14][15]. However, existing sensor databases 
lack support for complex, online mining operations. 

There is extensive literature regarding outlier (irregularity) detection [12][21]. 
However, none of these approaches is directly applicable to a sensor network 
environment. There is also initial work on modeling sensor data, including a 
distributed model based on kernel density estimators [16], and a distributed regression 
framework [9]. 

Although the clustering problem has been widely studied [5], we have not seen any 
previous work on multi-dimensional clustering. Existing sensor network clustering 
methods [3][8][22] mainly concern about the distance among nodes and the network 
topology, not sensory data. Recently, the clustering problem has also been studied in 
data streams [1][18].  

There is some work on correlated data items [11] with respect to their accesses in 
order to improve data accessibility in sensor networks. In comparison, we focus on 
finding out correlations among sensory values. A related problem is identifying 
correlations among streams [10]. There has also been initial work on online analytical 
processing and mining for data streams [1][17][18]. However, they seldom consider 
the unique challenge in sensor networks. 

5 Conclusions 

We have identified the challenges for online mining in large-scale, mobile sensor 
network environments. The main concern is to satisfy the mining accuracy 



requirements while maintaining the resource consumption to a minimum. We identify 
three research problems to work on: (1) sensor data irregularities detection; (2) sensor 
data clustering; and (3) sensory attributes correlations discovery. We provide 
preliminary considerations towards solving these problems. We believe that the 
patterns discovered can not only enable the applications to gain insight into the sensor 
data, but also be used to tune the system performance. As future work, we will 
consider more about energy-awareness, adaptivity, and fault-tolerance of online 
mining for sensor networks in addition to a further study of our proposed approaches. 
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