
Adaptive Window-tuning Algorithm for
Efficient Bandwidth Allocation on EPON

Sangho Lee, Tae-Jin Lee, Min Young Chung, and Hyunseung Choo∗

School of Information and Communication Engineering,
Sungkyunkwan University, Korea

{ianlee,tjlee,mychung,choo}@ece.skku.ac.kr

Abstract. Ethernet passive optical network (EPON) has been consid-
ered to solve the last mile bottleneck problem. In an effort to accom-
modate the explosive bandwidth demands from subscribers, the optical
line terminal (OLT) efficiently divides and allocates time slots for data
upstream to all optical network units (ONUs) in EPON. This technol-
ogy is expected to be a core in the future fiber-to-the-home/-office/-
curb (FTTH/O/C). We study previous algorithms for dynamic band-
width allocation (DBA) in interleaved polling with adaptive cycle time
(IPACT). For effective bandwidth allocation of the uplink channel, we
propose an adaptive window-tuning algorithm (AdWin) based on the
excessive bandwidth. This algorithm not only satisfies bandwidth de-
mands of ONUs within the possible scope, but also seeks fairness among
ONUs. The comprehensive computer simulation results indicate that the
proposed scheme is up to 94% and 94% lower than previous schemes in
terms of average packet delay and average queue size, respectively. It
also demonstrates up to 86% improved performance in regards to packet
loss ratio.

1 Introduction

Ethernet passive optical network (EPON) is an emerging solution to mitigate
the last mile [1] bottleneck problem between backbone and access networks con-
nected with business and residential subscribers [2]. In order to accommodate
the huge demands of subscribers resulting from the explosive growth of the Inter-
net and numerous high-broadband applications, many studies [1, 2, 4] on EPON
have been discussed. In general, an EPON architecture based on tree topology is
a point-to-multipoint fiber optical network, which consists of an optical line ter-
minal (OLT), a 1:N passive star coupler (or splitter/combiner) [2], and multiple
optical network units (ONUs) which share an optical fiber between the passive
star coupler and the OLT for data upstreaming [2, 3].

Previously, in order to efficiently manage data upstreaming, various DBA
schemes have been studied. Interleaved polling with adaptive cycle time (IPACT)
[3] is a typical scheme, where several disciplines such as limited, constant credit,
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linear credit and elastic services are proposed to prevent monopolizing the entire
bandwidth.

Limited service grants the requested bandwidth, but imposes the limit of
the transmission window. Although it is the most conservative, it has the best
performance of DBA disciplines in IPACT. Based on limited service, constant
and linear credit services are proposed [3]. Basically, these services take into ac-
count newly arriving packets from subscribers during the interval between the
current upstream end time and the next upstream start time of a particular
ONU [3, 4]. The constant credit service allocates the requested bandwidth and
fixed credits as additional bandwidth. Linear credit service is equivalent to the
constant credit service other than how to add credits. It decides proportionally
additional bandwidth based on the requested bandwidth. However, both services
waste bandwidth if not used. Meanwhile, elastic service allocates bandwidth to
the current ONU based on the past N grants where N is the number of ONUs.
It is an attempt to remove the transmission window limit. It is imposed only on
the maximum poll cycle time [3].

However, these services do not necessarily serve bandwidth to every ONU
fairly and efficiently, because in case of limited service, OLT grants bandwidth
to every ONU as much as the maximum window limit regardless of requested
bandwidth under heavy traffic load. It can lead to relative unfairness among
ONUs. In the meantime, elastic service can grant entire bandwidth within a cy-
cle time to an ONU. Nevertheless, after granting considerable bandwidth, OLT
cannot allocate enough bandwidth to the next ONUs on account of the maxi-
mum polling cycle time. It also brings about another fairness problem.

In this paper, an adaptive window-tuning algorithm (AdWin) is proposed
to resolve the problems in IPACT disciplines, which suffer from unfairness and,
in some cases, inefficiency. It allows OLT to efficiently allocate bandwidth to
all ONUs, by changing the limits of the transmission window (time slot) [2, 3].
The variable transmission window limit exerts to assign excessive bandwidth to
the ONUs that have greater demands. This algorithm reduces not only average
packet delay, but also average queue size and supports better services than pre-
vious schemes. In accordance with comprehensive computer simulation results,
the proposed scheme has up to 94% and 94% lower average packet delay and
average queue size, respectively. The scheme also results in up to 86% better
performance in terms of packet drop ratio.

The remainder of the paper is organized as follows. In Section 2, the AdWin
is proposed as a promising solution. Next in Section 3 we evaluate the perfor-
mance of the proposed scheme, in terms of the average packet delay, average
queue size, and packet loss ratio. Section 4 concludes this paper.

2 Proposed Scheme

2.1 An Adaptive Window-tuning Algorithm

The proposed algorithm, AdWin, is a generous bandwidth allocation scheme
that utilizes the remaining bandwidth in the past. The remainder bandwidth is
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used to increase the transmission window limits for the subsequent N ONUs.
To calculate the remainder bandwidth, a limit threshold is needed first, this
is obtained from the maximum window size in IPACT [2, 3]. For the difference
between the limit threshold and the granted bandwidth for the ONU i−1, the re-
mainder bandwidth is decided and equally divided by the number of ONUs. The
divided remainder bandwidth is then added to the limit of transmission window
for the ONU i. In doing so, the transmission window limit for the subsequent N
ONUs (ONU i to i− 1) is determined. However, the remainder bandwidth may
be negative when the granted bandwidth for the ONU i− 1 is greater than that
of the limit threshold. In this case, the over-granted bandwidth is equally divided
and added to the previously determined limit of the transmission window, as in
the case of the remainder occurrence. Thus, the limit for the next ONUs changes
every bandwidth granting.

Due to the increasing limit, ONUs have greater possibility of bandwidth
grants than that with the limit threshold. Therefore, they can accommodate
bandwidth demands accordingly. The proposed AdWin algorithm is based on
the limited service in IPACT. When it comes to granting bandwidth, the OLT
compares the bandwidth request to the decided limit of the transmission win-
dow. This is similar to the limited service, which is presented as follows: G[i] =
min(R[i],W

[i]
MAX), where G[i] is granted bandwidth, R[i] is requested bandwidth,

and W
[i]
MAX is the maximum window size for ONU i.

3 Performance Evaluations

To evaluate performance of the DBA schemes, we consider an EPON system
consisting of an OLT and 16 ONUs with interleaved polling operation. The
simulation parameters are determined as in [3]. The traffic pattern on access
networks is characterized in accordance with self-similarity and long-range de-
pendence (LRD) [3, 5].

Fig. 1 presents average packet delay, average queue size, and packet loss ra-
tio of limited, elastic services, and AdWin algorithm, under the traffic load ρ,
from 0.05 to 0.95. In the region of 0.45 ≤ ρ ≤ 0.60, the packet delay drastically
increases as ρ increases, but its value among all the considered schemes is differ-
ent, because the average granted bandwidth for ONUs is different. In addition,
the average queue size shows a similar trend to the average packet delay. From
the results, the proposed scheme outperforms the limited and elastic services for
the traffic load ρ in [0.45, 0.60]. The AdWin has up to 94(94)% and 91(90)%
lower average packet delay (average queue size) than that of limited and elastic
services, respectively.

The packet loss ratio for the considered algorithms is shown in Fig. 1(c). Due
to drastic increases in the average buffer size of ONUs, compared with limited
and elastic services, the AdWin has a lower packet loss ratio for 0.55 ≤ ρ < 0.60.
Especially, for ρ = 0.55, the AdWin has no packet loss and for ρ = 0.575, it is
86% and 69% lower than that of limited and elastic services, respectively.
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(a) Average packet delay
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Fig. 1. Performance comparison among considered schemes.

4 Conclusions

In order to enhance the performance of EPON system, we propose AdWin which
alters transmission window limits based on past information of bandwidth alloca-
tion. It allocates the bandwidth to all ONUs efficiently and fairly. Consequently,
the EPON system with AdWin algorithm can provide high-quality services for
end users on last mile.
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