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Abstract. A multi-level dynamic guard channels (MLDGC) scheme to 
efficiently provide priority access for handoff calls over new calls in cellular 
systems is proposed. The switch between levels is controlled by the number of 
dropped calls. Each additional level has an increasing number of guard 
channels as triggered by the number of dropped calls. An analytical formulation 
of the steady state probabilities, new call blocking probability, handoff call 
blocking probability and system utilization is presented. The handoff call 
arrival rate is iteratively obtained. Numerical results show that the performance 
of MLDGC is almost the same as a fixed guard channels (FGC) scheme under 
light load. However, the advantage of the MLDGC scheme is demonstrated 
under heavy load where the handoff call blocking probability is much better 
than that of a FGC scheme, giving more priority and protection to handoff calls 
over new calls. 

1   Introduction 

In mobile communications, efficient handoff to minimize the number of handoff call 
dropping is critically important. One of the most fundamental approaches to provide 
access for handoff calls over new calls is the fixed guard channels (FGC) scheme [1]. 
By reserving a small number of guard channels for the exclusive use by handoff calls, 
the handoff call blocking probability is significantly reduced at the expense of a slight 
increase in the new call blocking probability. Thus priority is given to handoff calls 
over new calls as new call blockings are more acceptable to users than handoff call 
blocking. That is, once a call is admitted, a user is more likely to object to being 
dropped in the middle of a call than when a user cannot get into the system at the start 
of a new call.  

Dynamic guard channels (DGC) schemes have been proposed and studied [2-6]. 
Refs. [2-3] consider a DGC scheme which adapts the number of guard channels in 
each radio cell according to the current estimate of the handoff call arrival rate. This 



rate is derived based on the current number of ongoing calls in the neighbouring cells 
and the mobility pattern. A DGC scheme which adapts to the traffic load is proposed 
in [4]. Another DGC scheme which varies the number of guard channels based on the 
current number of users in a reservation cluster is proposed in [5]. Ref. [6] models a 
FGC scheme and a DGC scheme for mobile transactions. The performances of the 
DGC schemes in [2-4] are evaluated using computer simulations, while those in [5-6] 
are evaluated using numerical techniques. 

In this paper, we propose a multi-level DGC (MLDGC) scheme. This MLDGC 
scheme has multiple levels of states that adapt to varying number of guard channels. 
Each additional level has an increasing number of guard channels as triggered by the 
number of dropped handoff calls. The greater the number of dropped handoff calls, 
the higher the level in the MLDGC scheme. The higher the level, the greater the 
number of guard channels. The advantage of MLDGC is that the handoff call 
blocking probability is much better than that of a FGC scheme under heavy traffic 
load, giving higher access priority and protection to handoff calls over new calls. An 
analytical formulation of the steady state probabilities, new call blocking probability, 
handoff call blocking probability and system utilization is presented in the sequel. 
The handoff call arrival rate is iteratively obtained.  

The rest of the paper is organized as follows. Section 2 describes the system model, 
system level and call level parameters. Section 3 describes the proposed MLDGC 
scheme. Section 4 presents an analytical model for the MLDGC scheme. Numerical 
results for a two-level MLDGC scheme are presented in Section 5. Finally, 
concluding remarks are made in Section 6.  

2   System Model 

Without loss of generality, we consider a cellular system consisting of square cells. 
The following system parameters are used throughout the paper. 

System level parameters 

 C: total number of channels in a cell 
 CGk: number of guard channels in level k of the MLDGC scheme in a cell, 

k=1,2,…,K, and CG1< CG2<…< CGK 
 K: number of levels in the MLDGC scheme 

The call level parameters used throughout the paper are listed below. 

Call level parameters 

nB : new call blocking probability  

hB : handoff call blocking probability  
 Nu: system utilization 

nλ : arrival rate of new calls 



hλ : arrival rate of handoff calls 

hn λλλ += : mean call arrival rate of new and handoff calls 
1−

cµ : mean call holding time of a call in a cell 
1−

hµ : mean dwell time (interhandoff time) of a call in a cell 

hc µµµ += : mean equivalent service rate of a call in a cell 

The dynamics of a radio cell is driven by new call requests, call terminations, and 
handoffs induced by user mobility. Maintaining an ongoing call is more important 
than admitting a new call. Hence, handoff calls should be given a higher access 
priority, or a lower blocking probability than new calls.  

3   Multi-Level Dynamic Guard Channel (MLDGC) Scheme 

The MLDGC scheme works as follows. There are K levels in the MLDGC scheme. In 
level 1, the MLDGC scheme works similarly to a FGC scheme. A small number of 
guard channels, CG1, in a cell is reserved for exclusive use by handoff calls, while the 
other channels in the cell can be used by both the handoff calls and the new calls. 
However, the MLDGC scheme differs from the FGC scheme in that the former will 
be triggered to move to the next level (level 2) when a handoff call is dropped 
because there is no available channel in the cell. In level 2, more guard channels, CG2 
(>CG1), are allocated for exclusive use by handoff calls than in level 1. When these 
guard channels are no longer occupied by handoff calls, the scheme will switch back 
to level 1. Similarly, when another handoff call is dropped due to full channel 
occupancy while in level 2, the MLDGC scheme will move to the next level (level 3) 
with even more guard channels, CG3 (>CG2> CG1), allocated in this new level. 
Similarly, if these guard channels are no longer occupied by handoff calls, the scheme 
will switch back to level 1. This dynamic allocation of guard channels can continue 
up to a maximum of K levels. At the Kth level, the number of guard channels is, CGK, 
such that CGK >…>CG3 >CG2> CG1.  

Fig. 1 shows a two-dimensional finite state Markov chain for the MLDGC scheme. 
State (k,i) represents the kth level of the MLDGC scheme and there are i channels in 
service in the cell. )( hn λλλ +=

n

 is the mean call arrival rate of new and handoff 
calls in a cell, while λ  and hλ  are respectively the arrival rate of new calls and 
handoff calls in the cell. )h( c µµµ +=

1 1−
hµ

 is the mean equivalent service rate of a call 

in a cell, while  and  are respectively  the  mean call holding time of a call 
and the mean dwell time (interhandoff time) of a call in the cell. In level 1 of the 
MLDGC scheme, only handoff calls can be admitted in the C

−
cµ

G1 channels as indicated 
by the transition rates of λh in Fig. 1. On the other hand, the rest of the channels can 
be used by both the new and handoff calls as indicated by the transition rates of λ. If 
the MLDGC scheme is in state (k,C), k=1,2,…K-1, it will be triggered to jump to the 
state (k+1,C) in the next level of (k+1) by a handoff call arriving to a fully occupied 



cell. This transition is indicated by the state transition rate of λh from state (k,C) to 
state (k+1,C). For every jump to the next level, the number of guard channels is 
increased such that CGK >…>CG3 >CG2> CG1. Note that in levels 2 to K, only handoff 
calls can use the respective level’s guard channels as indicated by the transition rates 
of λh. In state (k,i), the channels are serviced at a mean rate of iµ and it will jump to 
state (k,i-1) due to a call termination or a call handoff to another cell. If the MLDGC 
scheme is in state (k,C-CGk) in level k, k=2,3,…,K, it will return to state (1,C-CGk-1) in 
level 1 with a transition rate of (C-CGk)µ if a channel has been served due to call 
termination or call handoff to another cell before any handoff call arrival. 
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Fig. 1. State transition diagram for the MLDGC scheme  

4   Analytical Model 

Consider a 2-level MLDGC model, that is, K=2. The guard channels, CGk, are 
reserved for handoff connections only. To facilitate analytical modeling, it is 
necessary to make certain assumptions about the traffic parameters. It is not 
unreasonable to assume that the holding time has a negative exponential distribution 
[7]. Although a negative exponential distribution assumption may not be as 
reasonable for the cell dwell time, for analytical tractability, we will make the same 
assumption for cell dwell time (interhandoff time) [7] and model the channel 
occupancy as a 2-dimensional Markov chain with the call level transition rate 
parameters as in Fig. 1. This Markov chain can be modeled and solved using 
numerical techniques. Instead of solving this Markov chain using numerical 



techniques, this Markov chain is solved analytically by equating probability flows in 
this section. 

Let Pk,i be the steady state probabilities in state (k,i) of the Markov chain, where 
k=1,…,K, and i=0,…,C for k=1 and i=C-CGk,…,C for k=2,…,K.  Solving the Markov 
chain in Fig. 1 by equating probability flows across surfaces of the Markov chain and 
using the sum of total state probabilities as one, we get 
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where 



,......1    

)1(1...
)2(

1
)1(

1    

)(
...

)1()(

11

122









































+×




 −
+







 +−
+



 +−
+×




 −
+







 +−
+



 −
+=

h

hh

G

h

G

GhGhGh

C

CCCCC

CCCCCC
X

λ
µ

λ
µ

λ
µ

λ
µ

λ
µ

λ
λ

λ
µ

λ
λ

λ
µ

λ
λ

  (7) 

and 

1

222

2

2

12

2

12

02

12

2

2

12

2

121

1

1

11

2

122

11

12

1
0,1

...
)(

1
)1(

1
)2(

1        

...
)2(

1
)1(

1
)!1(

1        

)(
1

)!1(
1

)(
1       

)!1(
11...1)1(1       

...)2(1)1(1
)!1(

11       

......1
)1(

1...
)2(

1       

)1(
1

)(
...)2()1(       

)!1(
11

!
11

−

−−

−

=

−−

−−

−−

=

−−

+=

−−

=






































−

+



+−

+



+−

+×









−−

+









−−

+
−

−
−−








×









−

∑+
−−
















−

+

−−







+
























+



 −
+×








 +−
+



 +−
+

−−







∑+









































+



 −
+







 +−
+×









 +−
+

−
+







 +−
+



 +−
+×

−−














∑+∑ 







+=

µ
λ

µ
λ

µ
λ

µ
λ

µ
λ

µ
λ

µ
λ

µ
λ

µ
λ

µ
λ

λ
µ

λ
µ

λ
µ

λ
µ

µ
λ

λ
µ

λ
µ

λ
µ

λ
µ

λ
µ

λ
λ

λ
µ

λ
λ

λ
µ

λ
λ

µ
λ

µ
λ

G

h

G

h

G

h

hhG

G

GCC
G

hGC

jG

GCC

G

h

G

GCC

hh

hhG

GCC
GC

j

hhh

G

h

GGhhh

G

GCC
GC

GCj

GCC

i

i

CCCCCC

jCjCjC
CC

CC

CCXCCCCX

CCX
CC

jCjC
CCX

CCCC

CCCCjCjC

CCXi
P

(8) 
The new call blocking probability, , is given by nB
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The handoff call blocking probability, , is given by hB

 .,2,1 CCh PPB +=     (10) 

The system utilization, Nu, is given by 
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Equating the handoff call arrival rate to the product of the average handoff rate for a 
call and the average number of calls, we have 
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Thus, the handoff call arrival rate can be approximated under low blocking 
probabilities as follows: 

cnhh µλµλ =  ,    (13) 

where svh /=µ ,  is the speed of the class k mobile and s is the cell length of a 
square cell. 

v

Note that the steady state probabilities, Pk,i’s, are functions of the handoff call 
arrival rate, λh, and λh is a function of the system utilization, Nu, which is a function 
of Pk,i’s. We use an iterative method to determine the λh and the Pk,i’s as follows.  

1. Initialize the handoff call arrival rate, cnhh µλµλ =)0( , where the superscript in 
parentheses means step 0. 

2. Iterate between Pk,i’s as in (1)-(8) for all k and i, Nu as in (11) and λh as in (12) 
until 

,)1()(
h

n
h

n
h λελλ <− −     (14) 

where the superscript n in the parentheses denotes the nth iteration step, and  is 

the error thresholds for λ
hλε

h. Using this iterative method, the handoff call arrival rate, 
λh, is obtained iteratively. Note that the initial handoff call arrival rate, , is set to 
the approximate handoff call arrival rate under low blocking probabilities as in (13). 

)0(
hλ

5   Numerical Results 

In this section we present results to examine the performance of new and handoff 
call blocking probabilities for the MLDGC scheme as well as the performance in 
system utilization. We consider an MLDGC scheme with 2 levels (K=2). The 
numerical results for the MLDGC scheme have been obtained by means of the 
foregoing analysis from Section 4, while those for the FGC scheme have been 
obtained from the analysis in the Appendix. The parameter values used in the 
numerical example presented in this section are tabulated in Table 1. The parameter 
values used are for illustration purposes only.  



Table 1. Parameter Values Used 
 C=10 C=20 C=30 

cµ/1  1 minute 1 minute 1 minute 
v 36 km/hr 36 km/hr 36 km/hr 
s 200 m 200 m 200 m 

h /1 µ  1/3 minute 1/3 minute 1/3 minute 
CG1 2 4 6 
CG2 4, 6, 8 8, 12, 16 12, 18, 24 

hλε  10101 −×  10101 −×  10101 −×  

The new and handoff call blocking probabilities for the FGC scheme and the 
proposed MLDGC scheme as a function of the new call arrival rate with C=10, C=20 
and C=30 are shown in Figs. 2, 3 and 4, respectively. For illustration purpose, guard 
channels CG1=2, CG1=4, and CG1=6 are chosen for the FGC scheme and level 1 of the 
MLDGC scheme with C=10, C=20, and C=30, respectively. For the same purpose, 
CG2={4,6,8}, CG2={8,12,16} and CG2={12,18,24} are varied for the MLDGC scheme 
with C=10, C=20, and C=30, respectively.  It is observed that the performances of the 
new and handoff blocking probabilities in the MLDGC scheme are almost the same 
as those in the FGC scheme under light load conditions. However, the advantage of 
the MLDGC scheme is shown under the heavy load conditions where the 
performances of the handoff call blocking probabilities of the MLDGC scheme are 
decreasing lower than those of the FGC scheme with increasing number of guard 
channels in level 2, CG2, of the MLDGC scheme. These gains in handoff call blocking 
are obtained at the expense of slight increases of the new call blocking probabilities. 
Thus the objective of giving higher priority to handoff calls over new calls is further 
achieved by the MLDGC scheme under heavy load. Hence, extra protection is given 
to handoff calls during heavy loads. 
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Fig. 2. Call blocking probabilities with C=10 
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Fig. 3. Call blocking probabilities with C=20  

0.00000001

0.0000001

0.000001

0.00001

0.0001

0.001

0.01

0.1

1

10 20 30 40 50

New Call Arrival Rate, λ n , (/minutes)

C
al

l B
lo

ck
in

g 
Pr

ob
ab

ili
ty

Bn: FGC
Bn: C_ G2=12
Bn: C_ G2=18
Bn: C_ G2=2 4
Bh: FGC
Bh: C_ G2=12
Bh: C_ G2=18
Bh: C_ G2=2 4

C G1 =6
C =30

 

Fig. 4. Call blocking probabilities with C=30  

Figs. 5, 6 and 7 show the system utilizations for the FGC scheme and the proposed 
MLDGC scheme as a function of the new call arrival rate for C=10, C=20 and C=30, 
respectively. From these figure, it can be seen that the system utilizations for the 
MLDGC scheme are almost the same as those for the FGC scheme under light load. 
However, the system utilizations for the MLDGC scheme are lower than those of the 
FGC scheme under heavy loads. The reason for this is the increased number of guard 
channels in level 2. Thus this is the tradeoff for using the MLDGC scheme over the 
FGC scheme. However, as seen earlier in this section, the MLDGC scheme fulfils the 
objective of giving higher priority and protection to handoff calls over new calls 
under heavy load. Thus such a tradeoff is acceptable. 
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Fig. 5. System utilization with C=10 
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Fig. 6. System utilization with C=20 
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Fig. 7. System utilization with C=30 

6   Concluding Remarks 

A multi-level dynamic guard channels (MLDGC) scheme to enhance access 
priority for handoff calls in cellular systems is proposed in Section 3. Each additional 
level has an increasing number of guard channels as triggered by the number of 
dropped calls. An analytical formulation of the steady state probabilities, new call 
blocking probability, handoff call blocking probability and system utilization for a 
proposed multi-level dynamic guard channels scheme with 2 levels is presented in 
Section 4. The handoff call arrival rate is iteratively obtained. The performance of a 
2-level MLDGC scheme with the number of channels in a cell at 10, 20 and 30 are 
illustrated in numerical examples in Section 5. These examples show that the 
performance of the MLDGC scheme behaves like a FGC scheme under light load 
conditions, while the performances of the handoff call blocking probabilities of the 
MLDGC scheme are decreasing lower than those of the FGC scheme with increasing 
number of guard channels in level 2 of the MLDGC scheme under heavy load 
conditions. Thus, the MLDGC scheme introduced in this paper shows promise in 
terms of fulfilling the objective of giving higher priority and protection to handoff 
calls over new calls under heavy load, at the expense of a slight degradation in system 
utilization. 

Appendix – Analysis for a Fixed Guard Channels Scheme 

Let us consider only level 1 in Fig 1 and this is equivalent to a FGC scheme. Let Pi 
be the steady state probabilities in state i of the Markov chain, where i=0,1,…,C and 
k=1 is redundant. Solving this one-dimensional Markov chain by equating probability 



flows across surfaces of the Markov chain and using the sum of total state 
probabilities as one, we get 
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The new call blocking probability, , is given by nB
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The handoff call blocking probability, , is given by hB
 .Ch PB =                                                              (19) 

The system utilization, Nu, is given by 
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The handoff call arrival rate is iteratively obtained as in Section 4. 
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