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Abstrat. We propose a novel Seure Name Servie (SNS) frameworkfor proteting ritial Internet resoures from unauthorized aesses, de-nial of servie (DoS) and other attaks. The key idea is to enfore paket-origin authentiation through resoure virtualization and utilize dynaminame binding for proteting servers under attaks and improving servieavailability. Di�erent from stati network-level seurity shemes suh asIPse and VPN, SNS is able to dynamially bind the names of ritialresoures at the servie level, whih allows us to atively protet theservie resoures through a distributed �ltering mehanism built on au-thentiated paket forwarding paths. Our prototype implementation ofauthentiated paket forwarding omponents on Pentium 4 Linux ma-hines demonstrates that regular Linux platforms are suÆient to sup-port SNS authentiated paket forwarding on 100Mbps or 1Gbps LANs.
1 IntrodutionAs we beome more and more reliant on the Internet for a variety of network-ing servies, the number of network seurity attaks with the aim to abuse ordisrupt suh servies has also signi�antly inreased. Furthermore, the sophisti-ation of yber attaks has also inreased. The emergene of massive distributeddenial-of-servie (DoS) attaks is one suh example. Unfortunately, beause ofthe deentralized and open nature of the Internet, it is nearly impossible toprotet the entire Internet from yber attaks. In addition, the ost of suh asolution will be eonomially prohibitive, due to the sheer size of the Internet.It is therefore important to seletively seure and protet Internet servies thatare ritial, namely, those servies that provide signi�ant values.In this paper we propose a novel approah { Seure Name Servie (SNS){ to protet ritial Internet servies from yber attaks. The proposed SNS? This work was supported in part by the National Siene Foundation (NSF)underthe Grant ITR-0085824. Any opinions, �ndings, onlusions or reommendationsexpressed in this paper are those of the authors and do not neessarily reet theviews the NSF.



mehanism serves as a omprehensive \�rst-line of defense" against unauthorizedaesses, intrusions as well as DoS attaks. SNS is built upon and an extensionof the standard domain name servie (DNS). The basi ideas behind the SNSapproah are as follows: A ritial Internet servie and its assoiated resoures(e.g., servers, databases, et.) are plaed within a (virtual) seure zone in thenetwork domain of the servie provider, and orrespondingly the names of theservie and its resoures are plaed within a seure name spae, separate fromthe standard domain name spae.Unlike DNS, where in response to a query for a host name, the orrespondingIP address of the host is returned, SNS only answers queries originated fromtrusted network domains, and returns a so-alled seure handle (SH) insteadof an IP address in response to a query for a seure name. In other words, theIP addresses of proteted resoures suh as servers are always onealed fromthe requesters (even from a trusted domain), and the proteted resoures arein essene \virtualized" from both trusted and untrusted users. Consequently,a unauthorized user annot gain aess to a proteted resoure (say, a server)diretly via IP address spoo�ng. Furthermore, legitimate pakets from a trusteddomain arry seurity authentiators { generated by the trusted domain based onseure handles { and are veri�ed before they an enter the seure zone ontainingthe proteted resoures.In this paper we desribe the proposed SNS arhiteture whih is omprisedof two major mehanisms: i) seure name servie that onsists of seure nameservers that virtualize proteted resoures within seure zones, set up seurityassoiations (SAs) between domains, and perform seure name resolutions; andii) authentiated paket forwarding that onsists of seurity hekpoints (SCs)and seurity gateways (SGs), whih verify seurity authentiators, �lter out il-legitimate pakets, and map seure handles to the IP addresses of protetedresoures. In addition to proative protetion, we also expliitly inorporate a-tive monitoring and rapid response mehanisms into our proposed arhiteturefor further seuring ritial servies.The remainder of this paper is organized as follows. In Setion 2, we omparethe proposed SNS framework with the related work. In Setion 3 we desribe thedesign of SNS naming sheme. We present the design of authentiated paket for-warding omponents and our experimental evaluation in Setion 4. In Setion 5,we devise two fast lookup shemes for seure name translation and evaluatetheir performane through analysis and simulation. We onlude the paper inSetion 6.
2 Related Work and DisussionIn the SNS framework, we ombine name servie and network seurity into auni�ed framework. We briey review the related work in naming seurity, traÆseurity, entity authentiation, and proative and reative defense shemes. Fornaming seurity, DNSSEC [1, 2℄ mostly fouses on proteting the authentiityand integrity of DNS databases and DNS responses. Although DNSSEC is indeed



an e�etive way to avoid DNS forgery, it does not address the issue of protetingservies under attaks.IPse [3, 4℄ supports traÆ seurity at only the network layer with severallimitations. First, IPse is a rather heavy-duty mehanism whih poses manypreliminary requirements that hinder its deployment. Furthermore, the salabil-ity of IPse is a potential issue beause an IPse server needs to negotiate andmaintain a seurity assoiation for eah lient onnetion. Lastly, IPse fouseson traÆ seurity at the network layer, and does not address the issue of pro-tetion of servie and ative defense for improving servie availability. RegularVPNs also su�er from this problem. Similarly, TLS [5℄ ensures the seurity atthe transport layer and does not address the defense issue.Kerberos [6℄ is designed for entity authentiation that allows a lient and aserver to mutually authentiate eah other aross an inseure network. After themutual authentiation, they are able to negotiate a shared seret to exhange en-rypted messages for privay and data integrity. Kerberos does not address theissue of ative defense for improving servie availability. Existing mehanismsto deal with DoS attaks are often lassi�ed into proative and reative ap-proahes. Proative approahes eliminate pakets with forged soure addresses,suh as ingress �ltering, Seure Overlay Servie (SOS) [7℄, Mayday [8℄, and VPNShield [9℄. Ingress �ltering uses known unambiguous traÆ information to �lterout invalid pakets at an ingress point, suh as soure addresses or destinationaddresses. Therefore, it is suggested for stub domains and low-rate ingress links,but not for transit domains and high-rate links. Ingress �ltering does not pre-lude an attaker using a forged soure address within a legitimate pre�x �lterrange. SOS requires a wide-area overlay infrastruture with a large number ofintermediate nodes to �lter out attaking traÆ. VPN Shield provides a limitedapability of reating to ooding attaks. However, it is built on the stati IPseand requires bandwidth reservation at the ingress links of seure domains.Reative approahes for DoS attaks inlude �rewalls, IP traebak [10℄, linktesting, input debugging [11℄, ontrolled ooding [12℄, logging [11℄, ICMP trae-bak [13℄, paket marking [12, 10℄, aggregate-based ongestion ontrol, and soforth. They all require either the oordination of human administrators of re-lated domains or the modi�ation of intermediate routers. The omplexity of theoordination and the slow error-prone human ations hinder the deployment ofthese approahes. Furthermore, these approahes only work when attaks haveaused some damage, and are less useful to stop unknown attaks.Compared to the related work, the proposed SNS shows several salient ad-vantages. First, the SNS framework provides a omprehensive �rst-line of defensethrough resoure virtualization and dynami name binding, whih allows us toapply di�erent seurity poliies at multiple levels and omponents to addressdi�erent seurity threats. As a result, it enhanes the servie availability withlow management osts. In partiular, SNS distributes the seurity hek loadover seurity gateways (SGs) and seurity hekpoints (SCs) in authentiatedpaket forwarding, and therefore signi�antly redues the seurity osts at rit-ial servers. SCs are responsible for �ltering out ingress attaking traÆ, while



SGs mostly emphasize seure-paket translation. Consequently, ritial serversan sustain their servie performane under attaks. In ontrast, existing ap-proahes suh as IPse or TLS does not address this issue. As a result, a ritialserver ould not sustain its performane under attaks beause it has to devoteitself to intensive seurity heking. Furthermore, SNS is inrementally deploy-able as it does not require to have a broad infrastruture in plae, and it doesnot require to replae appliation software.
3 Seure Name Servie (SNS)The main funtionalities of the SNS naming system are 1) to authentiate hosts,seurity gateways, and hekpoints in a domain, and manage orresponding seu-rity keys and IDs in order to ensure intra-domain paket authentiation betweenhosts and seurity gateways (or between gateways and hekpoints); 2) to buildseurity assoiations (SAs) between SNS servers. An SA inludes the IP ad-dresses of orresponding seurity gateways and seret keys for generating andverifying paket authentiators between domains; 3) to maintain a seure namedatabase for seure name resolutions; 4) to resolve seure name queries fromtrusted hosts. To support these features, we design the SNS naming system on-sisting of SNS servers, SNS-aware DNS servers, SH managers at SGs, and stubresolvers at hosts. We refer readers to [14℄ for the details of the seure nameservie mehanism and omponents.In the SNS naming framework and forwarding mehanism, we add otherthree identities ombining with an IP address to represent a host at di�erentstages of paket forwarding, i.e., Seure Handle (SH), Host ID and ExternalIdentity. We use a 32-bit seure handle (SHX) in a response as the SNS identityto represent a destination host X when a paket is sent from a host to an SG.This SNS identity is viewed as a virtual IP address by appliations, and it isused a forwarding label in the authentiated paket forwarding in a seure zone.When a paket is forwarded from an SG to a host, we use the host IP addressto represent the host. Beause we hide eah host behind an SG, to distinguisheah host, we assign a host identi�er H IDX to a host X. In addition, we de�ne(SG IPX , H IDX) as its external identity to represent X outside its home zone,where SG IPX is the IP address of the SG for this host X.A seure name resolution maps a seure name into an SNS identity (an SH).The basi proess of resolving a seure name query is shown in Fig.1. An SNSstub resolver S1 at a host reognizes an SNS query Q for the identity of a seurename X, and then forwards this query to its SNS. When this query arrivesat SG1, SG1 authentiates this message and then forwards it to SNS1. SNS1looks up its seure name database and �nds the external identity of X, i.e.,(SG IPX ; H IDX). (If X is not in the database, SNS1 will obtain the externalidentity of X by issuing a seure name query to SNS server SNS2 that managesseure name X.) Then SNS1 passes the external identity of X to SH managerM1 at SG1 in a response R0. Upon reeiving R0, M1 �rst heks if the externalidentity of X is in its SH database. If it is, M1 �nds SHX from the database;
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otherwise, M1 inserts an entry into the SH database for this external identityand obtains SHX . Then, M1 sends a response R to S1 with the SHX as theresponse to query Q.
4 Authentiated Paket ForwardingThe seure paket forwarding mehanism onsists of seure IP layers at endhosts, seurity gateways (SGs) of seure zones, and seurity hekpoints (SCs)of seure domains. We use an example as shown in Fig.2 to explain how theSNS framework ahieves the seure ommuniation between Host sr in ZoneA of Domain U and Host dst in Zone B of Domain V , without revealing theirIP addresses. Assume an appliation on host sr �rst obtains a seure handleSH dst of host dst, and it then onstruts a regular IP paket using SH dst as



the destination address, as shown in Fig.3.a. Before this paket is passed the linklayer at sr, it is interepted by the sIP layer at sr. The sIP layer reognizesthis paket by its seure handle, and then translates it into a host-seure paket,as shown in Fig.3.b. The paket is then forwarded as a regular IP paket. Whenthe paket reahes gateway G1 of Zone A, G1 translates the IP paket into azone-seure paket, and forwards it to hekpoint C1, as shown in Fig.3.. Basedon seurity parameters between G1 and C1, G1 generates and inserts a zoneauthentiator (A G1 C1) into the paket. As shown in Fig.3., the destinationhost ID H ID dst and the remote zone ID Z ID B are also inserted into thepaket to ensure this paket is orretly routed to the host dst. Moreover, thesoure host ID H ID sr and the soure Zone ID Z ID A are also inserted intothe paket in order to provide suÆient routing information for return paketsto be routed bak to host sr when they return to G1.At C1, we �rst hek the zone authentiator A G1 C1. If invalid, the paketis dropped. Otherwise, we ompute a domain authentiator A C1 C2 to replaeA G1 C1, as shown in Fig.3.d. We use BGP announements to diret paketrouting between domain U and V suh that the above domain-seure paket isforwarded from Chekpoint C1 to Chekpoint C2 aross regular IP networksin between. At C2, we �rst hek the domain authentiator of a paket usingits remote SA Index SA U. If invalid, the paket is dropped. Otherwise, wethen generate a zone authentiator A C2 G2. As shown in Fig.3.e, we replaeA C1 C2 with A C2 G2 in the paket and forward it to G2. Upon reeiving thezone-seure paket, G2 �rst heks if its zone authentiator is valid. If valid, G2translates the paket into a host-seure paket as shown in Fig.3.f; otherwise,G2 drops the paket. Furthermore, G2 looks up its remote IP address databaseto hek if it needs to insert a new entry in the database beause it needs toremember how to route a return paket from Host dst to Host sr.When the host-seure paket arrives at host dst, the seure IP layer reognizesit as a seure paket based on the protool �eld in its IP header. It �rst translatesthe host-seure paket into a regular IP paket, and then puts this new paketinto the IP input queue. Consequently, an appliation at Host dst reeives aregular IP paket as shown in Fig.3.g.We have implemented the prototypes of sIP layer, SG and SC on Linux kernel2.4.20 using Linux Net�lter for evaluating authentiated paket forwarding ofSNS. We refer readers to [15℄ for the details of the implementation and introduethe performane results in the following. Utilizing the time stamp ounter (TSC)of Pentium CPUs to diretly read CPU lok yles, we an measure the delayat eah step of our implementation in lok yles. We use three Linux mahinessuh as H1, H2, and H3. H1 and H2 houses a 2GHz Pentium 4 proessor,512MB memory, 8KB L1 ahe, and 512KB L2 ahe. H3 is a 2.8GHz Pentium 4proessor mahine with 1GB memory, 8 KB L1 ahe, and 512KB L2 ahe.We summarize the delays at the omponents of authentiated paket for-warding in Table 1. For the testing of sIP layer, we send 10,000 UDP pakets of1024 bytes over a diret link between H1 and H2. We also use HMAC-MD5 forMAC generations. The overall delay of the sIP layer is 6879 yles (3.44�s). We



Table 1. Delays of Forwarding Components(in lok yles)Authentiator MAC Seure Paket MAC Total EffetiveInitialization Chek Translation Generation BandwidthsIP 3067 - - 3812 6879 291 MBSG - 4463 450 3587 8500 329 MBSC - 4455 - 3869 8324 337 MB
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also measure the e�et of sIP on end-to-end bandwidth using Iperf from NLANR(www.nlanr.net). On a 100Mbps link, we an ahieve a transmission rate of 93.9Mbps over regular IP and a transmission rate of 91.9Mbps over sIP, whih is98% of the rate using IP.To evaluate the performane of an SG, we measure the delays of paketauthentiation (MAC hek), seure paket translation, and MAC generation, asshown in the seond row of Table 1. We onnet host H1 to H2 through H3, whihats as an SG. Again, we send 10,000 UDP pakets of 1024 bytes from H1 to H2.We use the similar setting of SG to test H3 as an SC. The results are also shownin the third row of Table 1. The last olumn in Table 1 shows that our prototypean support a transmission rate around 300 MBps, whih is suÆient for a LANenvironment with a 100Mbps or 1Gbps link. The experimental measurements onthe prototype of sIP layer, SG and SC on regular Linux mahines have shownthe feasibility of the SNS authentiated paket forwarding shemes.
5 Dynami Table Management at an SGIn the proess of seure address translation at an SG, we need to authentiateand translate an inoming seure paket based on its address pair (IP G, ID H)or an outgoing paket based on its SH, where IP G is the 32-bit IP addressof a remote seurity gateway and ID H is a 16-bit remote host ID. To ensurethe orret mapping in both inoming and outgoing diretions, we need bothan SH and a (IP G, ID H) pair of the same ow to point to the same entry inthe address table. Di�erent from traditional dynami table mehanisms, whihonly aess tables through a primary key, we need to use both a (IP G, ID H)



pair and an SH to aess an address entry. Therefore, we design a two-layerstruture to address this issue. At the lower layer, we use an Address Entry Poolonsisting of address entries, whih allows us diretly to aess address entriesusing its indexes as SH's. At the upper layer, we build a dynami diretory for fastlookups based on a primary key, i.e., (IP G, ID H) pair. For fast lookups basedon (IP G, ID H) pairs, we design a multi-level diretory sheme and a single-level diretory sheme desribed in the following. The orresponding strutureof entry pools is shown in Figure 4.We �rst propose a Multi-Level Diretory Sheme. Let us denote a 48-bitprimary key, a (IP G, ID H) pair, as k47k46 � � � k0. At the �rst level, we use the�rst 16 bits, k47k46 � � � k32, as the index. We use the next 8-bit k31k30 � � � k24 asthe index of the seond-level diretory. Similarly, at level three, four and �ve, weuse orresponding 8 bits as the index of subdiretories.We also design a Single-Level Hashing Sheme to redue potential delays andmemory ost in the above sheme, beause the total number of hosts is assumedto be smaller than 232 and using 48 bits as a primary key may result in anuneven diretory tree, whih auses unneessary delays in operations. In thissheme, we need to searh through a list by omparing the primary keys of a listto �nd an SH, beause we allow ollisions on a table entry. We use hash value vto �nd the header of a list, where v = H1(IP G; ID H), and hash funtion H1 isimplemented using Knuth's multipliation method [16℄, whih an be omputedin less than 100 lok yles on Pentium-4.We analyze the performane of the above diretory shemes in the following.Let us �rst de�ne the traÆ model used in evaluation. Assume we have N lients,eah has an on-period T oni seonds with a rate of ri pakets/se, and an o�-period T offi seonds, where 1 � i � N . Then the average number of ative owsgenerated by lients will be Native =PNi=1 T oni(T oni +T offi ) �N .For a paket j, the probability that it belongs to an existing ow i is P [j 2flow i℄ = riPNativek=1 rk . We assume that an address entry is expired after eahon-period. Then we need to insert an address entry for a ow in eah on-o� yle. The probability that paket j auses a table insertion for ow i isP [j auses an insertion℄ = 1T oni �ri . Therefore, for paket j, the probability that itauses an insertion for ow i is P (i)insert = P [j 2 flow i℄�P [j auses an insertion℄.We �rst analyze the performane of the multi-level diretory sheme underthe above traÆ model. Figure 5 shows the lookup algorithm that deides theation for a paket of ow i, whose address is fallen into diretory entry e.Consider level l diretory with 2k entries, where k = 16 when l = 1, and k =8, when 2 � l � 5. Let Nl be the urrent ow population in level l and itssub-diretories. We know N1 = Native. Assume lient addresses are uniformlydistributed aross the whole diretory, the expeted population in the level l isNl = N1216+8�(l�2) , 2 � l � 5.Assume paket j arrived at diretory level l is fallen into an entry e with auniform probability of 12k . Let pl0 = P l[e = 0℄ be the probability that entry e isnot oupied urrently (i.e., ag F = 0); pl1 = P l[e = 1℄ is the probability that



1. if (entry e is empty)2. INSERT(i); // insert lient i into entry e3. return a seure handle;4. else5. if (exat one lient is in entry e)6. if (i is the same as the lient in entry e)7. return a seure handle;8. else // ollision9. EXPAND(); // expand a next-level diretory10. INSERT(i); INSERT(i'); // insert both into the next level11. return a seure handle;12. else // at least two lients are in entry e13. step down into the next level diretory.Fig. 5. Lookup of Multi-Level Diretory
1. if Hi(key) � p2. index = Hi(key);3. else4. index = Hi+1 (key)5. aess the entry at the index;6. searh through a overflow list if neessary;Fig. 6. Lookup in Linear Hashing.

entry e is urrently oupied by a single ow (i.e., ag F = 1), and pl2 = P l[e = 2℄is the probability that entry e is urrently oupied by more than one ow (i.e.,ag F = 2), and thus it is expanded into the next level l + 1 (for l < 5). Thenwe have pl0 = (1� 12k )Nl , pl1 = (1� 12k )Nl�1 � 12k , and pl2 = 1� pl0 � pl1. Beauseof no ollisions in the �fth level, we have p50 = 1, p51 = 0, and p52 = 0. Therefore,the expeted delay of inserting a new entry into a diretory at level l and itssub-diretories, denoted by Dlinsert, is given reursively by Equation 1.Dlinsert = dflag + pl0 � dinsert + pl1[dompare + dexpand + El+1insert(i; i0)℄+pl2[ddown +Dl+1insert℄ : (1)where dflag is the delay to determine the ag value of a diretory entry, dinsertis the delay to insert lient information into an entry, dompare is the delay toompare the destination of a paket with that of an existing entry, dexpand isthe delay to expand a sub-diretory in the next level, ddown is the delay to stepdown into the next-level sub-diretory, and El+1insert(i; i0) is the delay to inserttwo distint entries, i and i0, into a newly-expanded sub-diretory at level l+ 1,as de�ned in Equation 2.Elinsert(i; i0) = 1216+8�(l�1)El+1insert(i; i0) +(1� 1216+8�(l�1) ) � 2 � dinsert : (2)where 2 � l � 4. For E5insert(i; i0) = 2 � dinsert beause no ollision ours atthe �fth level. The expeted delay of searhing an entry at level l and its sub-diretories, denoted by Dllookup, is given reursively by Equation 3.Dllookup = dflag + pl1 � dompare + pl2[ddown +Dl+1lookup℄ : (3)In summary, for the pakets of ow i, the expeted delay of an address insertionis D1insert, and the expeted delay of an address lookup is D1lookup. Then theexpeted delay of a diretory lookup/insertion is thus:D(i) = P (i)insert �D1insert + (1� P (i)insert)D1lookup : (4)Now let us analyze the expeted memory ost in the multi-level diretory sheme.First, we always alloate the top level diretory with 216 entries. Then, for eahollision on an entry, we alloate a sub-diretory of 28 entries. For eah ow i,



it may ause an expansion of a sub-diretory at level l + 1 if it is ollided withanother address entry at level l (i.e., when ag F = 1), 1 � l � 4. The probabilitythat ow i is ollided with another entry at level l is m(i; l) = (Ql�1k=1 pk2) � pl1.Therefore, the potential memory ost due to ow i is mi = P4l=1m(i; l). Thepotential memory ost of N1 ows is denoted as M , where M =PN1i=1mi.We now analyze the performane of the linear hashing diretory sheme.Assume we initialize the diretory with ~N0 entries, say ~N0 = 28. Assume we havea perfet hashing funtion, then the memory ost of the single-level diretory fora population of N1 is denoted as MN1 = ~N0 � 2k, where k = blog2N1= ~N0, suhthat 2k�1 � ~N0 � N1 � 2k � ~N0. We only expand the diretory after 2k�1 � ~N0ollisions.For eah paket, we need to �rst searh the table to hek if it has a or-responding entry there. If not, we then insert an address entry. The probabil-ity that the address of the paket is hashed into an empty diretory entry isp0 = P [X = 0℄ = (1 � 12k )N1 , while the probability that its address is hashedinto an oupied diretory entry is p1 = 1 � p0. The searh proedure of linearhashing is shown in Figure 6.Dlookup = dhash + dp +Dlist : (5)where dhash is the delay of omputing the hashing funtion, dp is the delay toompare with a splitting pointer p, and Dlist is the expeted delay of searhingthrough the overow list. For a good hashing funtion, we assume that theaverage length of the list is less than two. As a result, the upper bound of thedelay of searhing the list is Dlist � 1:5 � dompare + 0:5 � dnext, where dompareis the delay to ompare the address of the paket with the address in a nameentry, and dnext is the delay to aess the next entry on a list. We then haveDinsert = p0 � dinsert + p1 � (dhash + dp +Dlist + dinsert) : (6)And the expeted lookup/insertion delay of pakets of ow i isD(i) = P (i)insert �Dinsert + (1� P (i)insert) �Dlookup : (7)We measure the delay of memory read/write and hashing omputation in Linuxkernel and plug in these parameters into our models. Figure 7 shows the om-parison of the multi-level approah with a perfet linear hashing approah. Fora uniform distribution of addresses, although the multi-level approah does wellfor a small population, its delay grows as the population inreases. We also testthe multi-level approah with a skewed input, in whih all address entries arein a single diretory entry at the �rst level and they are uniformly distributedbelow the �rst level. In this ase, the delay of multi-level approah is inreasedsigni�antly. While the linear hashing approah keeps a onstant delay underthe assumption of a perfet hashing funtion. In addition, the memory ost ofthe hashing approah is less ompared with the multi-level approah, as shownin Figure 7.b.
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(a) Mean Delay.

2 4 6 8 10

100

200

300

400

500

600

700

800

900

1000

Population Size (28+x)

M
e

m
o

ry
 (

K
B

yt
e

s)

Multi−Level with Skewed Input
Multi−Level with Uniform Input
Perfect Linear Hashing

(b) Memory Cost.Fig. 7. Analytial Models.
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(b) Memory Cost.Fig. 8. Simulations.
We also ondut simulations to evaluate the two shemes. We use a multipli-ation approah for fast omputing hash values, and generate a random set ofaddress lookups. Figure 8.a shows the mean delay of the hashing sheme is sig-ni�antly better than the multi-level sheme. Figure 8.b shows that the memoryost of the hashing sheme is also better than the multi-level sheme.

6 Conlusion and Ongoing WorkWe have proposed the SNS framework to protet ritial resoures from unau-thorized aesses and DoS attaks. Through the resoure virtualization of SNS,we build a distributed �ltering sheme to enfore paket-origin authentiation.We have desribed the basi design of the SNS framework, and addressed theperformane bottlenek in its authentiated paket forwarding. Based on ourprototype on Linux, we have shown the feasibility of implementing SNS on reg-ular Linux mahines. We have also designed two fast seure-handle shemes toaddress the salability issue in fast address translation.To fully exploit the advantages of the SNS framework, we fae several hal-lenges in the design of the SNS framework, i.e., salability, reliability, eÆieny,and easy deployment. For reliability, we need to protet seurity gateways from



attaks (suh as paket replay and ooding) beause these gateways are ex-posed to attakers. We will address this issue from two perspetives. First, wewill evaluate the tradeo�s between omputation osts and probabilities that in-valid pakets penetrate an ingress �ltering mehanism using Bloom Filter [17℄.Furthermore, we will investigate the e�et of reonstruting dynami paket for-warding paths to defeat attaks. Currently, we are working on these issues andimplementing the omplete SNS framework for further investigation.
Referenes1. R. Arends and et.al, \DNS seurity introdution and requirements," InternetDraft, draft-ietf-dnsext-dnsse-intro-03, IETF, Ot. 2002.2. G. Ateniese and S. Mangard, \A new approah to DNS seurity (DNSSEC)," ACMConf. on Computer and Communiations Seurity, 2001.3. S. Kent and R. Atkinson, \Seurity arhiteture for the internet protool,"RFC2401, Internet Engineering Task Fore, Nov. 1998.4. D. Harkins and D. Carrel, \The internet key exhange (IKE)," RFC2409,InternetEngineering Task Fore, Nov. 1998.5. E. Resorla T. Dierks, \The TLS protool," Internet Draft, draft-ietf-tls-rf2246-bis-02.txt, Ot. 2002.6. B. Neuman and T. Ts'o, \Kerberos: An authentiation servie for omputer net-work," IEEE Comminuation Magazine, Sept 1995.7. A. Keromytis, V. Misra, and D. Rubenstein, \SOS: Seure overlay servies," InPro. of ACM SIGCOMM'02, 2002.8. David Aderson, \Mayday: Distributed �ltering for internet servies," 4th UsenixSymposium on Internet Tehnologies and Systems, Seattle, Washington, Marh2003.9. R. Ramanujan and et. al., \Organi tehniques for proteting virtual private net-work (vpn) servies from aess link ooding attaks," International Confereneon Networking'02, 2002.10. Stefan Savage, David Wetherall, Anna Karlin, and Tom Anderson, \Pratialnetwork support for IP traebak," Pro. of the 2000 ACM SIGCOMM Conferene,Stokholm, Sweden, Aug., 2000.11. R. Stone, \Centertrak: An IP overlay network for traking DOS oods," Pro. of2000 USENIX Seuirty Symposium, July, 2000.12. H. Burh and B. Cheswik, \Traing anonymous pakets to their approximatesoure," Unpublished Paper, De. 1999.13. \IETF ICMP traebak working group," http://www.ietf.org/html.harters/itrae-harter.html.14. Y. Dong, C. Choi, and Z.-L. Zhang, \Design of seure name servie," TehinalReport, CS, UMN, 2003.15. C. Choi, Y. Dong, and Z.-L. Zhang, \Implementation of SNS authentiated paketforwarding mehanism," Tehinal Report, CS, UMN, 2003.16. Thomas Cormen, Charles Leiserson, and Ronald Rivest, \Introdution to algo-rithm," MIT Press, ISBN 0262031418, 1986.17. B. Bloom, \Spae/time trade-o�s in hash oding with allowable errors," Commu-niations of the ACM, 13 (7). 422-426.


