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Abstract

Congestion control protocols have been used both in the ATM architecture as well as in the Internet world allowing

one to improve throughputs, decrease delays and avoid oscillations and instabilities. A basic common element in such

protocols are information packets that are used to signal congestion. The goal of this paper is to study the question

of how frequently congestion control protocols need to generate such packets in order to optimize their performance.

Through a number of congestion control models, we identify and quantify different types of effects of the frequency

of generating information packets. We consider both TCP-type protocols, in which controlling the frequency of infor-

mation packets is done through static or dynamic delayed ACK options, as well as ATM type flow control, where the

optimal time spacing between the generation of network management packets is computed. We show how the spacing

between information packets influences the throughput and the stability of the system.

I. INTRODUCTION

Congestion and flow control protocols make use of special control packets to indicate to the traffic sources actions

to be taken in order to adapt the transmission rates to the (possibly dynamically) available bandwidth. In TCP/IP these

are the acknowledgement packets; in the ABR (Available Bit Rate) class of ATM these are the resource management

packets. Even when the size of these packets is significantly smaller than that of the data packets, they may still

compete over network resources with the data packets and thus decrease the amount of resources available to them. In

many cases, they may require an amount of resource much larger than what their size would suggest. For example,

when using the IEEE 802.11 MAC protocol, each data as well as ACK packet of the TCP flow requires the same (large)

overhead of three link layer packets (RTS, CTS and a link layer ACK). Even in the absence of such overheads, the

processing time of an ACK at the destination might require an additional overhead that can be pretty large with respect

to the transmission time when very high speed networks are considered. We therefore raise the question of at what

frequency flow control protocols should send control packets. The aim of this paper is to answer this question using

mathematical tools.

We should note that TCP/IP already has the ”delayed ACK” option that allows it to reduce the ACK frequency from

one ACK for every received packet to one ACK every
�����

received packets. For Ad-Hoc networks using the IEEE

802.11 MAC protocol, it has been established through simulations that further improvement can be obtained when

using TCP with
�	�
�

[6]. Note that ACKs could also be filtered within the network (see e.g. [8] and references

therein). However we shall not investigate here the question of how ACKs should be thinned.1
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Although we shall study through simulations the delayed ACK mechanism in which the destination node has the responsibility of generating

“fewer” ACKs, the advantage of thinning ACKs at the destination using the delayed ACK option is that if � packets have not yet arrived at the
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We introduce three frameworks in which to study the optimization of the frequency of control packets. The first is

the case of TCP/IP traffic sources with routers using drop tail queues. A simple mathematical model is derived for

optimizing the amount of ACK thinning at the destination so as to maximize the system’s throughput. A simulation

study validates the conclusions we obtained from the mathematical model. In the second framework, we study the

dynamics of an AIMD (additive increase multiplicative decrease) flow control interacting with a RED type buffer. We

model the system’s dynamics through a system of delay-differential equations, and study the stability of the system as

a function of the frequency of ACKs. We finally propose an abstract model for an optimal rate control with sampled

delay information, similar to models used for rate control in the ABR class in ATM [2]. A linear quadratic model is

considered and we optimize the time between the sending of information feedback.

II. A FIXED POINT METHOD TO MODEL ACK THINNING

In this section, we use the expression for TCP throughput developed in the literature and standard queueing models to

quantify the impact of the delay factor
�

on the throughput. The throughput � of a TCP connection can be approximated

by [17] �� ��� � ���	�
�� � ���������� ����� � 
 �	������ � � � � � � � � (1)

where � is the loss probability of TCP packets,
� ��� is the round-trip delay experienced by the TCP connection, and� �� is the retransmission timeout.

The above formula was established under the assumption that the TCP sender increases its congestion window for

each arriving ACK. It is worthwhile to notice that the TCP sender can rather increase its congestion window using the

number of previously unacknowledged bytes each ACK covers [20], [21]. In this case, the factor
�

disappears from

the formula, and the throughput increases. Since in this paper our goal is to find the optimal value of
�

that maximizes

the total throughput of the TCP connections in the network, we keep the factor
�

in equation (1). However, our study

could also serve as a worst-case analysis for the other scenario.

We start by modeling the network as a bidirectional link. Each direction of the link is modeled by a queue system.

Two sets of  symmetric TCP sources send data from both end-points of the link (Figure 1). Each source of the first

set connects to a receiver that does not belong to the second set and vice versa. Thus, in each queue TCP packets and

ACK packets from different connections are multiplexed in the same queue and served by the same server. Using this

model, we assume that losses that occur in the system are only due to congestion, i.e. buffer overflow.

Denote by ! the “effective” size of ACK packets and by " the size of TCP packets. The parameter ! would not

only model the actual size of ACK packets but also the eventual overheads introduced in the processing time. Denote

by #�$&%(' the service time distribution, which can be expressed as

#�$&%(' � )*+ *,
!".- if an ACK packet is in service at time %�- if a TCP packet is in service at time % (2)

destination but some timer has expired, the destination will generate an ACK thus avoiding situations in which the source will interpret the lack

of ACKs as a loss of a packet detected through the source’s timeout expiration.
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Fig. 1. A network model for ACK thinning

where - is the capacity of the link in TCP packets per unit of time. In order to develop a tractable model, we need

a simple formula that relates the throughput at the buffers to the losses that will be experienced there. To that end we

shall assume that the packet arrival process at each queue can be approximated by a Poisson process. (We note that

the validity of this approximation in a similar context has been discussed and examined in [1], [7].) Then, the packet

loss probability is the loss probability of an ������� � ��� system. Note that the loss probability seen by ACK packets or

TCP packets is theoretically the same because of the PASTA property.

Below we propose two modeling approaches for the service time: the exponential service time which provides a

simple expression for the losses but gives a rough approximation, and the deterministic service time (whose duration

varies according to whether it is an ACK or a data packet) which gives a better approximation but with a more complex

expression for the losses. In the deterministic model there are thus two possible values of service times: !�� "�- or� � - .

A. The Exponential Service Time Case

In this case, we assume that the service time distribution of packets is exponentially distributed. Using the exponen-

tial assumption, the loss probability is then given by the loss probability of an ���	�
� � ��� system:

� ���� ��� ���� � ����� (3)

where
�

is the load of the system and it is computed as follows:

� � �  � �  �� � � �
� � � !"�- � �

� � � ""�- �
� �- $  � �  � !� " ' (4)

We use the fixed point method to solve numerically the system of equations (1), (3) and (4). The advantage of this

simple model is that we can compute the loss probability and thus the throughput for large values of � and
�

.

B. The Deterministic Service Time Case

Here, we change only the assumption that the service times are exponentially distributed and thus only equation (3)

is replaced by the expression of the loss probability of an ������� � ��� queue [18], [19].
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� � � � $ � � � '��� � � � �
where � � �

����� ����	 �
� $�
�'�
 �� � d 
 (5)���

is any circle in the complex plane with center 0 and with radius � chosen small enough so that all the zeros of

the function � $�
�' are outside the circle, i.e. ����� � $���'������ such that ��$���' ���
.

The complex function � $�
�' is defined as � $�
�' ���! � $ #�$#" $ � � 
�'('(' � 
 where
�! � $ #�$ '(' is the Laplace Stieltjes

Transform of the service time distribution:�! � $ #�$�
 '(' � $&%' #�$&%('�( �*)#+ � % (6)

� �
� � � ( �-,/.0213 465 78:9 � � �

� � � ( �*)<; 93 4�5 7= 9:>
The parameter " is the total arriving rate at the entrance of each queue, which is equal to $  � �  ��� � ' . Compu-

tation of � is detailed in the Appendix.

Again, we solve the three equations (1), (5) and (4) numerically, and we compare the results to those obtained using

the exponential time distribution.

C. Numerical Results and Simulations

In this section we use our model to study numerically the trade-off controlled by the delayed factor
�
. We will show

that a relative gain in the throughput, ranging from ?A@ to ? � @ , can be achieved by setting
� � �

. We also perform

simulations using NS-2 to evaluate the accuracy of the two models at capturing the impact of
�

on the throughput.

Figure 2 plots the throughput of TCP as function of the delayed factor
�
. We consider an “effective” size of TCP

data packet of 500 bytes and various “effective” sizes of ACKs, ranging between ! �CBA�
to
� ? � . (as mentioned in the

introduction, the difference between actual and effective size of a packet is that additional overhead may be added to

its real size due to other protocols of other layers; in addition, processing an ACK at some nodes may take longer than

its relative size with respect to a TCP data packet). The queue size is
���

packets and the round-trip time
� ��� is

���2�
ms. We set - to

� � ? TCP packets/s, and we set  to
�

since the throughput depends only on the fraction - �  . The

figure was obtained numerically using the more precise model of deterministic service times.

The figure shows that for the small ACK size
BA�

, spacing the ACK (using
� � �

) results in a small improvement

of the performance ( DA@ ). However, the throughput is maximized when
� ��B

. For higher values of “effective” ACK

size ( !FE � �2�
, we see an improvement of

� � @ to
� � @ , with the optimum obtained for example at

� � ? for ! � � �2� .
Using a value of

� �	�
, which is the default value in TCP, results in a relative gain of around

� � @ . We have observed

similar trends with larger link capacities - (larger congestion window) and with much smaller buffer sizes � (higher

loss probabilities). When �GEHD � , the throughput approaches the value obtained simply by solving
� � �

, which gives�JI � % � 9KML � �:NA; L �PO*QRQ , and the relative gain can reach ? � @ .

Figure 3 plots the throughput vs.
�

with the same parameters as the previous scenario, but using the exponential

service time approximation. In this case, the packet size can represent the average of the “effective” packet size in the
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Fig. 2. Effect of � on the throughput for various ACK size

network. This model is useful when the packet size in the backbone is variable and the exact distribution is unknown.

The Figure shows that the trend of the throughput is almost the same, except for the smallest ACK size
BA�

where

spacing the ACK results in deterioration of the performance for all values of
� � �

. For larger ACK size ! E ���2� ,
once more, the gain of delaying ACKs goes beyond

��� @ .
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Fig. 3. Effect of � on the throughput for various ACK size, using the exponential service time approximation

Next, we perform two sets of simulations to study the robustness of the models described herein. First, we study the

effect of the number of connections  . Then, the effect of the receiver timeout2 which is not considered by the two

models. We use a similar network configuration as the one described in the model (Figure 1), and we add  access

links of capacity
�

M each to the bottleneck link. The average round-trip propagation delay ( � � � � ) is set to
���2�

ms.

In the first set of simulations, we vary the number of connections  from
� �

to
���2�

, and we vary the bottleneck

capacity - in order to keep constant the ratio - �  at
� � ? . We fix the ACK size to ! � � �2� . In this set of simulations,

we use the default value of the receiver timeout which is set to
� �2�

ms. Figure 4 plots the average TCP throughput vs.

the delayed factor
�
, using the two models and simulation traces for  � � � � ? � � � �2� and

���2�
.

�

The receiver timeout is used to send an ACK for arriving packets even before � packets arrived at the receiver if the time since the non-

acknowledged packet arrived exceeds the timeout
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Fig. 4. Simulation results vs. numerical results

The main observation we made is that when  increases, the relative error induced by the deterministic model

decreases notably. This is because the resulting process of multiplexing the TCP connections approaches a Poisson

process [7]. Surprisingly, the model with the exponential service time approximation predicts very well the throughput

when  � � � . The combination of two phenomena is responsible for that.

� First, we note that whereas the queueing models yield the same throughput when multiplying both the number of

connections and the capacity by the same constant, the simulation does not: when the number of connections in

the simulation is small, the capacity can not be fully utilized and the throughput of single connections decreases.

Another reason for the fact that the throughput of the simulation is lower for smaller  is that there is less

multiplexing so the packet arrival process is more bursty than the Poisson model.

� Second, the exponential service model gives lower throughput than the deterministic service one (this is due to the

fact that the exponential model (M/M/1/K) over-estimates the loss probability with respect to the one computed

by the deterministic model (M/D+D/1/K)). Combining this with the fact that the simulated throughput is lower

than the deterministic model can explain the better fit of the simulation with the exponential model for low  .

If we examine closely the plots, in Fig. 4, we can observe that when
�

is large, the throughput in the simulations

decreases (as opposed to the one estimated by the deterministic model). The explanation is that when
�

is large, the

receiver timeout expires more often especially when the congestion window size is small. Thus, the number of ACKs

increases and the bandwidth consumed by ACKs becomes greater than  ��� � . Figure 5 illustrates this behavior when � � �2�
, which depicts the ratio between the TCP and the ACK throughputs. This ratio is seen to increase when the

timeout value increases.

After examining the influence of the timeout on the ratio of throughputs, we wish to examine its impact directly on

the TCP throughput. We use the same parameters as in the previous simulations, and we set  equal to
� �2�

. We vary

the receiver timeout from % � � � � ms to % � � ��� � ms. Note that % � is just larger than the minimum inter-arrival time of

two consecutive TCP packets sent in the same window, and % � is just less than
� ��� .

Figure 6 plots the average TCP throughput as a function of the receiver timeout for various values of
�
. We see

clearly that when the timeout is large, then the throughput is reduced. In the case
�����

and
� � B

, the throughput is

maximized when the timer is equal to
���

ms. For
� � D and

� � �
, the throughput is maximized at a timer of ? � ms.
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Fig. 5. Effect of the receiver timeout on the number of generated ACKs

Here, the gain in the throughput is relatively small ( � � @ ), but this is because the average window size is also small

( � ��� ). For larger window sizes, for example when the delay-bandwidth product is large, the gain is more significant.

However, setting a small value for the timeout is risky since the packet inter-arrival time depends on the cross traffic

along the path and hence could vary over time.

More generally, it is difficult to find a constant timeout that is adequate for all network scenarios. Another alter-

native is to compute dynamically the timeout using a similar method as the one used by the sender to compute the

retransmission timeout.
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Fig. 6. Effect of the receiver timeout on the TCP throughput

To conclude this section, it is worthy to use a delay factor
� � �

, particularly for long TCP connections and when

the window size is large. In fact, the improvement obtained from reducing the number of ACKs in the network is more

significant than the decrease in the throughput due to the lack of information update. Besides, by choosing an adequate

receiver timeout, we can improve further the gain in the throughput.
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III. A DYNAMIC CONTROL MODEL OF TCP TRAVERSING A RED BUFFER

Whereas in the previous section we focused on the quantitative impact of the rate of information on the throughput,

we study in this section a more qualitative property, the stability, and show how stability conditions are influenced by

the rate of information packets.

We assume that  symmetric persistent TCP connections share a bottleneck link of capacity - located close to the

source, assumed to operate in the congestion avoidance regime. Let � $&%(' be the window size of a connection at time% , � the round trip delay (including queueing delay), which is assumed to be a constant (this assumption holds when

queueing delays are much smaller than propagation delays). Let � $&% ' be the loss (or marking) probably of the RED

buffer at time % . Let � $&% ' be the amount of buffered traffic at the queue at the bottleneck link.

A standard way to study the interaction between TCP/IP and the RED buffer is to consider a fluid approximation of

the window size of TCP. The window size evolution is then given by

� �� % � �� � � $&% '�� $&% � � '� � � $&% � � ' �
see [13]. This equation is obtained under the assumptions that (i) the delayed ACK mechanism is not used; and (ii) a

new ACK is generated with each TCP packet that arrives at the destination, resulting in an increase of the window size

by one unit every round trip time.

We shall now consider the possibility of using a (dynamic) delayed ACK approach in which an ACK is generated for

every
�

TCP packets that arrive at the destination.
�

will be considered as a control variable and will thus be allowed to

be time dependent. Both the increase rate as well as the decrease rate are divided by a factor
�

since the rate of ACKs

that arrive at the sources is
�

time smaller; In particular indications for decreasing the rate (we assume that ACKs have

marks indicating congestion) return less frequently. The window size evolution then becomes

� �� % � �� � $&% � � ' � � $&%('�� $&% � � '� � � $&% � � ' � $&% � � '��
The queue dynamics is given in [13] by

� �� % �  ��� $&%(' � -��
We shall assume that not only the TCP packets have to queue but also the ACKs. To model the difference between the

size of an ACK and that of a TCP packet, we assume that an ACK requires a fraction � of buffer space required by a

TCP packet. Under this assumption, the queue dynamics above is modified to

� �� % �  �	� $&% ' � - � �
� $&% � � '  � $&% � � ' � �

The tradeoff that influences the choice of the control
�

will be the following: on one hand, when the window size is

small, we may wish
�

to be small so that the window size can grow quickly so as to achieve higher throughput. On the

other hand, when the window size is large then we may wish to increase
�

so as to limit the congestion due to ACKs

in the bottleneck queue.
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We shall analyze in this section a linear control mechanism in which
�

has the form

� $&% ' � ! $ � ��� � $&% '(' ! � � � � E � �
Finally, we shall consider the RED buffer marking probability (ignoring the averaging of the queue size) in its linear

operation regime: � $&% ' ��� � � $&% ' � � � �
We now summarize the system’s overall dynamics below:

� �� % � �� � $&% � � ' � � $&%('�� $&% � � '� � � $&% � � ' � $&% � � ' (7)

� �� % �  � � $&%(' � - � � � $&% � � '  � $&% � � ' � (8)

� $&% ' � ! $ � ��� � $&% '(' (9)� $&% ' � � � � $&% ' � � � (10)

Equilibrium: The equilibrium point is obtained by equating to
�

the time derivatives in the previous equations. We

obtain  ����� �  � ���� � � � -�� ��� � - � $ � � � � � � ' (11)

� � � ! $ � �	� ��� ' (12)

�
�
� � � � � � � � � � � � �

� (13)� � ��� � �
� � � � � ��� � $ � � � � � ' � � � (14)

Hence the throughput is given by:

�JI � � ���� � - $ � � � � � � '
The throughput is seen to increase with

� � .
A linearization of the dynamical system in a neighborhood of the equilibrium point yields

�� �� % � � �� ��� � � � � $&%(' � �� ��� � � � � $&% � � '
� � � �

�
�� � � � � � $&% � � '

��� �� % �  � � � $&% ' � ! �  � �� � � � $&% � � ' �
where

�
stands for the shifted version of variables in which the equilibrium value is subtracted (e.g.

� � � � � � ��� ).
Taking the Laplace transform of these equations we obtain


 � � $�
 ' � � �� ��� � � � � $�
�' � ( �*)��� ��� � � � � $�
 '
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� � � �
�
�� � � � ( �*) � � � $�
�'


 � � $�
 ' � �  � � ! �  � �� � ( �*) � � � � $�
�'
With � � 
 � , the stability condition is then given by requiring that all zeros of � $���' � �

have strictly negative real

parts, where � $���' is given by

� � � �
��� � � $ � � ( ��� ' � � � � �

�  � � � $ � � ! �� �� ( ��� ' ( ��� (15)

A. Solution of � $���' ���
Denote � ��� $���' ��� � �
	 $���' . Then � $���' ���

is equivalent to

� � �
� ��� � � � � � � � � � � �

��� � �

� $ � � � �� � � � � � � �
�
�  � � � ' ( �� $������	$ � ' � � � � � $ � '('

� � � � �
� ! �  � � 
� ( � � � $������ $ � � ' � � � � � $ � � '('

or equivalently,

)***********+ ***********,

�
� ��� � � ��� � � �$ �� � � � ��� �

� �� K�(� � ' ( �� ����� $ � ' � �� � � � ( �� � ��� $ � '��� � � �� N�� K�(���� ( � � � �����	$ � � ' ���
� � � � �� � � � � $ �� � � � ��� �

� �� K�(� � ' ( �� � � � $ � '� �� � � � ( �� ����� $ � '� � � � �� N�� K�(���� ( � � � � � � $ � � ' ���
a) The goal.: One may identify two possible goals: (i) maximize the system throughput while keeping it stable,

and (ii) for a given desired throughput, make the system “as stable as possible” by which we mean to choose the

parameters so as to have the real part of the largest zero of � $���' as negative as possible.

Note that whereas the throughput only depends on
� � , � ,  and - , and not directly on the values of ! � � � � � � � � ,

the stability regime does depend directly on ! and
� � , and hence these parameters do enter into the optimization under

goal (i). For the second goal, we may first compute
� � and then optimize stability with respect to the other parameters.

We need to (numerically) verify that there are no zeros of � with � E � . We show that we can restrict the numerical

search to a bounded domain.

Assume � E � . Then � � $�� '�� E � � � � � � � � � � � �
� � �  

�
�  � � � $ � � ! �� �� ' � � � $ � �*� '
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A necessary condition for � $���' �C�
is then � $ � �*� '�� �

. Note that

� $ � �*� ' � $ � �*� � � � ' $ � �*� � � � ' �
where

� ��� � � �
 � � �

� �$  � � � ' � � � �  
�
�  � � � $ � � ! �� �� '

Thus, for � E � , a necessary condition for � $���' �C�
is that � �*��� � � (where � � is the positive zero).

Note: in a similar way, we can show that to find the zeros of � $�� ' ���
in the region � E�� (where � may be negative

or positive), it suffices to consider � �*��� � $	� ' where

� $	� ' � �
�
� � � � ( ��
 � � �

� � � � ( ��
 � � � � � � B � �  ��  ( ��
� � � $ � � !
� ( ��
� �� ' �

b) A numerical example: This numerical example is picked to show that the system could be unstable for mean-

ingful choices for the values of the parameters.
� � �C� � �2� � , � � ��� � � � , ! � � , � ' � � . Further let  � ? , � � � ? � ��? �2� �C� � ? , � - � � �2� so that

� - � � � � .
��� � - � $ � � � � � � ' � � �2� � $�?�� � � � D2D ' � ��� � � B � � ? �

Hence � � � � � � �
� ��� � �2� D � � D � � � $ � ' ��! � � ' � ��� �C� � � � D2D2D

and � ' � � ' � � �� �
� � D � � � ?2?2?

which is indeed small with respect to
� - .

We can verify that � ��� � ����� D B2B � �2� � � � � � B � ��B D2?2D � � ����� is a zero of (15), and hence the system is unstable.

B. Using the Model: Impact on the Stability

Examining the form of the equation � $���' � �
(whose solutions provide the stability condition), we observe the

following.

� The stability condition is not a function of the round trip delay. This is seen directly from (7)-(10): if we scale

time so that a time unit corresponds to a round trip time, we get a new system of equations that does not involve�
.

� From the form of the expression � $���' we see that for the same values of - � � �  � � � � � � � � and for the same value
� � at equilibrium, the stability region can change according to the choice of the parameters ! and � . � � �
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corresponds to a non-dynamic value of
�

(i.e. a value that does not change with � ) in which case ! � � � . (Other

advantages of dynamic
�

have already been illustrated in [6] in the context of mobile communications.)

� We also see that for fixed - � � �  � � � ! � � and a fixed queue size � � , at equilibrium, � $���' will be influenced by
� �

(and hence the stability region). In fact � $���' does not depend on
� �

, but note that since we assume that
�

includes

the mean queueing delay (which is proportional to � � ), this means that fixing � � and
� � already determines

� �
.

In the following, we choose a scenario that shows clearly the impact of using a dynamic delayed ACK factor
�

on

the RED stability. We keep unchanged the parameters used in the numerical example. Then, we set  � � B
, and we

vary ! from
�

to
B
. Since we fix

� ' , � is deduced. Table I presents the results concerning the stability of the system.

TABLE I
IMPACT OF THE DYNAMIC CONTROL ON THE STABILITY

� � ! � � The system is
3 1 0.33 ( ��� � � ) stable
3 2 0.08 ( ��� � � ) stable
3 3 0 (no control) unstable
3 4 -0.04 ( ��� ��� ) unstable

The first observation we made is that when ! � � $ � � ' ' , the system is unstable, which means that when there is

no dynamic variation of the delayed factor
�
, the system is unstable. However, for ! � �

or
�
, the system is stable.

Besides, � is positive, which means that the linear control is correct (
� $&% ' is a non-decreasing function of � $&%(' ). When! � B , � is negative and the system is unstable. These results confirm the fact that when the TCP window increases,

we should increase the delay factor
�
. Moreover, using an adequate adaptive control of

�
, we can improve the stability

of the system.

IV. LINEAR QUADRATIC APPROACHES FOR FLOW CONTROL

In this section we study the problem of the optimal time interval between successive transmission of information

using a control theoretic approach within a linear quadratic framework. Such frameworks have frequently been used

for approximating rate-based flow control by ignoring the nonlinearity at queue boundaries (empty or full buffers) [5].

More precisely, we make three simplifying (but realistic) assumptions:

1. Fluid approximation. We replace a discrete number of packets by a continuous fluid. The fluid approximation

is justified by the fact that in today’s technology, buffering capabilities are very large (several thousands) in terms of the

number of packets they can store, so that the error of replacing an integer number of packets by a real number is small

relative to the size of buffers. This type of approximation is common both in the design of controllers in high-speed

telecommunication networks (see e.g. [11]) as well as in performance evaluation of existing controllers [15], [16].

2. Linearized dynamics. It is assumed that the network has linearized dynamics for the control of queue length;

see (16) below: we neglect losses when the buffer is full, and we neglect the boundary effect of an empty queue. To

motivate this linearization, we use the fact that the controllers that we derive operate in a region close to full throughput

utilization, so that the queue will almost never empty. The full utilization is indeed common in the control of ABR

switches, see e.g., [14], and is possible by regulating the (controlled) input rate and adapting it to the available capacity.
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As discussed below, we set some desirable threshold on the queue length which we attempt to track, precisely so as to

avoid large queues (which might result in losses) or empty queues (which might result in loss of potential throughput).

When a control mechanism has a full utilization, then the nonlinearity around zero disappears. For similar models with

a single controller, simulations have confirmed [4], [3] that controlled linearized models lead to trajectories that are

very close to the original one. The fact that the other boundary is ignored is motivated by similar arguments since our

optimal control will be shown to be symmetric with respect to positive or negative deviations around the target queue

value.

3. Bottleneck assumption. We assume that all performance measures (such as throughput, delays, loss probabili-

ties, etc.) are determined essentially by a bottleneck node. This assumption admits theoretical as well as experimental

justifications; see [10].

4. Information flow. We assume that information is sent to the controller on the queue length periodically, each
� �2"

seconds.

We now introduce the model. Let � $&% ' denote the queue length at a bottleneck link. We assume that the information

packets use the same link and have priority over data packets. The link capacity available to data packets, - , is thus

assumed to depend on " : - � -�$ � ' � - ���"
We assume that other non-controlled inputs share the buffer, and their total input rate is given by - � � � $&% ' where - �
is some constant and � represents a stochastic process with zero mean. The average rate of the controlled source is

assumed to be - � � - � - � . Thus we let � $&%(' � - � be the rate of the controlled input into the queue at time % . Then

the queue length dynamics is given by
� � � � � % � � � (16)

which is idealized because the end-point effects have been ignored. The objective of the flow controller are (i) to

ensure that the bottleneck queue size stays around some desired level
�

, and (ii) to minimize variations of the rates.

The choice of
�

and the variability around it have a direct impact on loss probabilities and throughput. We therefore

define a shifted version of � : � $&%(' � � � $&% ' � � , in view of which (16) now becomes

� � � � � % � � � (17)

An appropriate local cost function that is compatible with the objectives stated above would be the one that penalizes

variations in � $&%(' and � $&% ' around zero — a candidate for which is the weighted quadratic cost function: �
� ��� � � .

We seek an optimal control policy among those which choose � $&%(' as a function of the queue length at the times

when information is available:

� $&% ' ��� $ � $ � ' � � $#"�' � � � � � � $	� "�'(' �
for %�
� � " � $	� � � ' " ' � � � � � ��� � � � � �
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A. LQG model

We assume that � is a zero mean Brownian motion with variance � . The expected average cost for a given policy
�

and initial state � is defined as

� $ � � � � "�' � � ���=�� % �� ���� � $ =' $ � � $&% ' � � � � $&% '(' � %	�
where

� �� is the expectation with respect to the probability measure induced by a policy
�

and an initial state � . We

first seek to obtain the optimal policy and value for a given " :

� $ � � " ' � � ��� �� � $ � � � � " '��
Theorem IV.1: The optimal value of the LQG problem is independent of the initial state � and is given by

� $#" ' � " �� � ��
 � �
and the unique policy that attains the minimum is given by

�� $&%(' � � �

 ��������� � % � � "
 ��� � $	� " ' (18)

for %�
 � � " � $	� � � ' " ' .
Proof. A proof can be found in the Appendix.

We thus conclude that as long as " � is much smaller than 
 � , the value is quite insensitive to changes in the spacing" . On the other hand, when it is much larger than 
 � , we see that the spacing of information packets has a huge impact

on the performance: the cost grows quadratically in the spacing.

B. Optimal spacing of information for the LQG model

We found the optimal control policy for a given parameter " of spacing of information packets. Our next goal is to

optimize " . In addition to the cost
� $#" ' which we have obtained, we assume that the flow control has some utility � $#"�'

that can represent the utility for the average throughput - � � �2" available for the data packets. We shall consider

1) A utility linear in the average throughput: � $#"�' � - � � �2" .

2) A utility which is logarithmic in the average throughput: � $#" ' ��� ��� $ - � � �2"�' .
The cost to be minimized is in both cases " $#" ' � � $#"�' � ��� $#"�' . Taking the derivative and equating it to zero we

obtain the following:

Theorem IV.2: The optimal information spacing is given by

(i) linear case: "�� � � � �� � �<; 
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(ii) logarithmic case:

" � � �D � � � � � � � ! 
 � � � � � � � � � � � � ! 
 � �<; 

� ! � � � ! �� � � � � � � � ! 
 � � � � � � � � � � � � ! 
 � �<; 


where ! � � � - and � � � � � $ � - ' .
C. An � % approach

In this subsection we do not make statistical assumptions on the distribution of the noise process, and we choose

instead a robust approach that guarantees the best performance under the worst case conditions. More precisely, we

define � $ � � " ' � ��� �� 
��
	������ �
� $ � ��� � "�'� � � � � (19)

where � $ � ��� � " ' � $ %� % $ � � $&%(' � � � � $&%('(' � %
and where � � � � � is the

� �
norm of � : � � �:� � � � � %�
� � % $	� � ' � . One then wishes to find

�
that minimizes

� $ � � " ' ; denote

the infimum over
�

by $�� � ' � .
Define a soft-constrained cost function��� $ � � � � " ' � �C� $ � � � � " ' � � � � � �:� � � �

and consider a two player game where
���

is to be minimized by Player 1 (controlling
�

) and maximized by Player 2

(controlling ( � )). If there exists some policy
� � for the problem of minimizing

� $ � � " ' , then it has the property [9]:

��� �
 ����� $ � � � � � " ' � � ���� ��� �
 ����� $ � � � � "�'��
The quantity above is the upper value of the zero-sum dynamic game with kernel

��� �
, which is in fact equal to zero.

It can actually be shown that for any � E�� � , the upper value of the game with parameterized kernel
� �

is zero, and

for � �!� � , its upper value is infinite. Hence, � � is the smallest positive scalar � for which the zero-sum game with

kernel
� �

has a finite upper value.

Instead of obtaining
� � defined above, we will in fact solve a parameterized class of controllers, " � � � � � � �$# ,

where
� �

is obtained from ��� � 
 � � $ � � � � � " ' � � �%��& ��� � 
 � � $ � � � � "�'�� The controller
� �

will clearly have the property

that it ensures a performance level � � for the index adopted at (19), i.e. the attenuation is bounded by

" � $ � � � � � " ' # �<; �� � �:� � �'� for all � � (20)
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It will turn out that the limit
� ��� � � % � � � � � % is a well-defined controller, and solves uniquely the control problem

with the previous Gaussian model.

Note that � � will be a function of " . Our goal is to determine the largest value of spacing for which there exists a

policy that guarantees a given level of attenuation.

Theorem IV.3: For a given level of attenuation � , the largest spacing " of information for which there is a policy
� �

such that (20) holds is given by " � � � � � ����� � � � � �� � � � � � �
for � � � .

Proof. The result follows from the material in [9, Chapter 5.3].

Figure 7 shows how the spacing grows as a function of the desired achievable attenuation for � � �
. The spacing

(
�

-axis) is seen to be concave increasing in the required attenuation, and it grows asymptotically linear in it.
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Fig. 7. Maximum spacing as a function of the attenuation �

V. CONCLUSION

We investigated in this paper different facets of the problem of determining how frequently information should be

sent to the source in congestion control mechanisms. We showed that the rate of information can have quantitative

impacts, in particular on the throughput of the system, as conveying information requires resources that are then not

available to the data packets. It can also have qualitative impacts: it may impact the stability of a congestion control

algorithm. More precisely, we show a scenario where a dynamic delayed ACK mechanism make the system stable.
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VI. APPENDIX

A. Computation of � for Section II

Let 
 � �2( ��� � � ����� � � � � � � � � , and � � NO and
� ���9 then we can write

� � �
����� � ��	 �

� $�
�'�
 �� � d 

� �
��� � �� � $

���' ( � ��� L �� � Q � $ � '� ��$ � '�� � d
�

(21)

where � $�
 ' � �� ��� ( � ,	��
 � � .�021 � �� ��� ( � ��
 � � .�1 � 

( � ��� L �� � Q � $ � ' �
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����� $ � � � � � ' � ( ����� L � � �����
	 L � QRQ ����� $ � � � � � � $ � '('� � �
� � ( ��� L � � �����
	 L�� Q Q ����� $ � � � � � $ � ' '� � � � � ����� $ � '�
� � � � $ � � � � � ' � � ( ����� L � � �����
	 L � Q Q � ����$ � � � � � � $ � ' '� � �

� � ( ��� L � � �����
	 L � QRQ � � � $ � � � � � $ � '('� � � � � � � � $ � '��
� ��� � � ����$ � � � � � ' � ( ����� L � � �����
	 L � QRQ ����� $ � � � � � � $ � '('� � �
� � ( ��� L � � �����
	 L�� Q Q ����� $ � � � � � $ � ' '� � � � � ����� $ � '�
� ����� $ � � � � � ' � � ( ����� L � � �����
	 L � QRQ � ����$ � � � � � � $ � ' '� � �

� � ( ��� L � � �����
	 L � QRQ � � � $ � � � � � $ � '('� � � � � � � � $ � ' ���
� ��������� � �
!#"$!&% �(')�+*-,/.�0�1�24365�76,98�:/: !<; �
=?> '�@A*-,/.B0C1�2�3657�,98�:/:�D�E4F �HGJI ; FKML �N�4�� ; D�E4F �H�4�=?> '�@A*-,/.B0C1�2�3657�,98�:/:�FK9L ��GOI ; FKML �N�4�C� ; FK9L ���4�! > ' *B,9.�0�1�24365�76,98�:�:P,Q@41R0C: FK9L ��GJI ; FKML �N�4�� % FKML �HI ; FCK9L ���4���! > ' *B,9.�0�1�24365�76,98�:�:P,Q@41R0C: D�E4F �NGJI ; FKML �H�4�C� % DSE�F �HI ; FK9L ���4��=?> ' @A*-,/.B0C1�2�3657�,98�:/: D�E4F �HGJI ; FKML �N�4�� ; D�E4F �H�4� %=?> % �(')*B,/.B0C1�2�36576,T8:/:+D�E4F �HI ; FCK9L ���4��� ; DSE�F �����=?> % 'U*-,/.�0�1�2�365�7V,98�:�:+DSE�F �NI ; FKML �N�4��� ; D�E4F �H�4�=?> '�@A*-,/.B0C1�2�3657�,98�:/:�FK9L ��GOI ; FKML �N�4�C� ; FK9L ���4� %=?> % �(')*B,/.B0C1�2�36576,T8:/:+FKML �HI ; FCK9L ������ ; FKML �N�4�=?> % 'U*-,/.�0�1�2�365�7V,98�:�:+FCK9L �HI ; FK9L ���4�� ; FCK9L ���4�
! ' �4@A*B,/.B0C1�2�36576,T8:N: !<; � % � ! > ; � %4WYX � % =[Z � �
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We can check that the real parts of ( � ��� L �� � Q � $ � ' and � � $ � '�� � are even functions in
�
, and that the imaginary part

of ( � ��� L �� � Q � $ � ' is odd. Then, equation (21) is reduced to:

� � �� � �� � $
�' � ( ���($�( � � � L �� � Q � $ � ' '� � $ � '�� � d

�
(22)

Choosing a radius � for the integration First, we notice that when � � �
, i.e. ! � " , then

� � �
and the queueing

system is reduced to �
� � � � ��� . It is possible to find quickly a radius in this case [22]. Let � $ � ' denotes such radius.

We can show that � $ � ' can also be used to compute the integral in the case where � � �
.

B. Sketch of proof of Theorem IV.1

We can view the cost to be minimized as

� $#" � � ' � � ���� � % � � $#" � � '
�

�
where � � $#" � � ' � ��

� � � $ L � ��� Q �
� �

� � � �+ ��� � �+�� � % �
We first consider the problem on a finite horizon, i.e. the problem of minimizing

� � $#" � � ' over the feasible � . We

know from the theory of LQG control that the optimal value at times � " � � ��� � ��� � � � � � � is quadratic in the initial state

� , so that it can be written as � $	� ' � � where � $	� ' are constants that should be determined. For %�
� � " � $	� � � ' " ' , we

know from the certainty equivalence approach that the optimal action � + is of the form

� + � � � $&% � � " '��� + � � (23)

where � $&% � � " ' is the solution of the Riccati equation

�� $&% � � " ' � � $&% � � " ' ��
� �

[12, p. 143] and where �� + is the estimation of � + given simply by
� �� + � � % � � + . Combining with (23) we obtain

� �� + � � % � � � $&% � � "�'��� + � � . For the limiting case corresponding to the infinite horizon, we have � � � � so that
� �� + � � % � � �� + � 
 � . We then obtain �� + � ��� � $ � $&% � � " ' � 
 � ' for % 
 � � " � $	� � � ' "�' which then yields (18).


