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Abstract. In this paper, we propose a new content-based publish/subscribe
(pub/sub) framework that enables a pub/sub system to accommodate
richer content formats including multimedia publications with image and
video content. The pub/sub system besides being responsible for match-
ing and routing the published content, is also responsible for converting
the content into the suitable (target) format for each subscriber. Con-
tent conversion is achieved through a set of content adaptation operators
(e.g., image transcoder, document translator, etc.) at different nodes in
the overlay network. We study algorithms for placement of such operators
in the pub/sub broker overlay in order to minimize the communication
and computation resource consumption. Our experimental results show
that careful placement of these operators in pub/sub overlay network
can lead to significant cost reduction.
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1 Introduction

Publish/Subscribe (pub/sub) systems provide a selective dissemination scheme
that delivers published content only to the receivers that have specified interest
in it [1, 3, 5]. To provide scalability, pub/sub systems are implemented as a set
of broker servers forming an overlay network. Clients connect to one of these
brokers and publish or subscribe through that broker. When a broker receives a
subscription from one of its clients, it acts on behalf of the client and forwards
the subscription to others in the overlay network. Similarly, when a broker re-
ceives content from one of its clients, it forwards the content through the overlay
network to the brokers that have clients with matching subscriptions. These
brokers then deliver the content to the interested clients connected to them.

In this paper, we consider the problem of customized delivery in which clients,
in addition to specifying their interest also specify the format in which they wish
the data to be delivered. The broker network, in addition to matching and dis-
seminating the data to clients also customizes the data to the formats requested
by the clients. As the published content becomes richer in format, considering
content customization within the pub/sub system can significantly reduce re-
source consumption. Such content customizations have become more attractive
due to recent technological advances that has led to significant diversification
of how users access information. Emerging mobile and personal devices, for in-
stance, introduce specific requirements on the format in which content is de-
livered to the user. Consider a distributed video dissemination application over
Twitter [2] where users can publish video content that must be delivered to their
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followers (subscribers). Followers may subscribe to such a channel using a vari-
ety of devices and prefer the content to be customized according to their needs.
Additionally, device characteristics such as screen resolution, available network
bandwidth etc., may also form the basis for required customization. Another
example of such customized content dissemination system is dissemination of
GIS maps annotated with situational information in responding to natural or
man made disasters. In this case, receivers may require content to be customized
according to their location or language.

Simply extending the existing pub/sub architectures by forcing the sub-
scribers or publishers to customize content may result in significant inefficiencies
and suboptimal use of available resources in the system. Therefore, there is a need
for novel approaches for customized dissemination of content through efficient
use of available resources in a distributed networked system. The key issue in
customized content dissemination using distributed pub/sub framework is where
in the broker network should the customization be performed for each published
content? An immediate thought is to perform requested customizations at the
sender broker prior to delivery. Such approach could result in significant network
cost. Consider a simple broker network in Figure 1 where node A publishes a
high resolution video in ‘mpeg4’ format and nodes G, H and I have subscribers
that requested this content in ‘avi’, ‘flv’ and ‘3gp’ formats, respectively. By per-
forming customizations in the sender broker, A, the same content is transmitted
in three different formats through <A, B> and <B, D> links which results in
increased network cost. The alternate might be to defer customizations to the
receiver brokers or broker D. Consider another case where J, K and L have
subscribers with hand held devices that requested the video in ‘3gp’ format. If
the customizations are deferred to receiver brokers, conversion from ‘mpeg4’ to
‘3gp’ is done three times, once in each receiving broker which results in higher
consumption of computation resource in brokers. This also increases the commu-
nication cost by transmitting larger size video in ‘mpeg4’ format while it could
be transmitted in ‘3gp’ format that has smaller size.

The resulting communication and computation costs can be reduced by intel-
ligently embedding customization operators in the pub/sub overlay network. For
instance, the increased network cost in the first scenario could be prevented if the
published video is sent to broker D in the original format and the customization
operators are performed in this broker. Also by performing the conversion once
at broker A or C, computation cost can be reduced significantly in the second
scenario.

The above example shows merit of placement of operators in the network.
In this paper, we explore this problem systematically and develop algorithms
for efficient placement of operators. We model published content and required
customization operators as a graph structure called Content Adaptation Graph
(CAG). Then, we propose an optimal operator placement algorithm for small
CAGs. The proposed algorithm performs the required operators in broker overlay
such that the resulting communication and computation cost is minimized. For
the larger CAGs, we show that the problem is NP-hard and propose a greedy
heuristics-based iterative algorithm that significantly reduces customized dis-
semination cost compared to the cases where customizations are done either in
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the sender broker or in the subscriber brokers. Our extensive experiments show
that the proposed algorithms considerably reduce bandwidth consumption and
total customization cost in variety of scenarios.

The overall contributions of this paper are:
– We formally define the customized content dissemination, CCD, problem in

a distributed pub/sub systems (Section 2). We also show that CCD with
minimum cost is NP-hard when the number of requested formats is large.

– For small number of requested formats where enumeration of format sets is
feasible, we propose an optimal operator placement algorithm in pub/sub
broker network that minimizes the customization and dissemination cost
(Section 4).

– For large number of requested formats we propose a greedy heuristics-based
algorithm (Section 5).

– We present results of our extensive evaluation of the proposed techniques
that show the considerable benefit of using them (Section 6).

We finally present related work in Section 7 followed by conclusions in Section
8.

2 Customized Content Dissemination

DHT-based Pub/Sub systems: Our CCD system architecture is based on a
DHT-based pub/sub system [10, 11]. It consists of a set of content brokers that
are connected through a structured overlay network. Each client connects to one
of the brokers and communicates with the system through this broker. Often in
DHT-based pub/sub, content space is partitioned among the brokers. Each bro-
ker maintains subscriptions for its partition of content space and is responsible
for matching them with publications falling in its partition. In fact, each broker
is the Rendezvous Point (RP) for the publication and subscriptions correspond-
ing to its partition. When a broker receives a subscription from its client, it first
finds the broker(s) responsible for partition(s) that the subscription falls in and
forwards it to them. Similarly, when a broker receives a published content from
its client, it finds the corresponding RP broker and forwards the content to the
RP. The content is matched with the subscriptions at the RP and the list of
brokers with matched subscriptions is created. Then the RP disseminates the
content to all of these brokers through a dissemination tree constructed using the
DHT-based routing scheme in the broker overlay network. Finally, every broker
(with at least one client having a matching subscription) receive the content and
transfer it to the respective clients. Since a broker acts as a proxy for all clients
that connect to it, we can assume that it is the the subscriber or publisher and
therefore simply concentrate on the broker overlay network. Various DHT-based
routing techniques have been proposed in the literature [7, 8] that can be used
for routing content from RP to the matching brokers. In this paper we use the
Tapestry routing scheme [7], however, we can easily generalize our approach to
other DHT-based routing schemes. In this paper we assume that given a set
of subscribers (receivers), a broker can construct the dissemination tree as in
Tapestry which then remains fixed for this particular instance of the dissemi-
nation event. For more details on dissemination tree construction we refer the
interested reader to [9]. We choose the DHT-based pub/sub on Tapestry for a



4 H. Jafarpour et al.

variety of reasons, two important ones being (i) In DHT-based pub/sub systems,
for a given publication, a single broker (RP) has complete information about all
brokers with matching subscriptions as well as formats in which content is to be
delivered to them. (ii) Tapestry enables brokers to estimate the dissemination
path for content, which is used to estimate the dissemination tree. Note that
the estimated dissemination tree may not be same as the actual dissemination
tree. An alternative for using the estimated dissemination tree is to discover the
actual dissemination tree using a tree discovery message that is initiated at the
RP and sent to all subscribing brokers. The leaf brokers in the dissemination tree
then resend the message to the RP. Each message keeps information about the
route from the RP to the leaf brokers which is then used by the RP to construct
the exact dissemination tree for the given publication. In this paper we use tree
discovery messages for constructing dissemination trees for publications. Figure
1 depicts a sample dissemination tree.

2.1 Content Adaptation Graph

Fig. 1. Sample dissemination
tree.

We assume every client has a profile describ-
ing receiving-device characteristic (e.g., screen
size and resolution) and connection character-
istics (e.g., connection type and bandwidth).
The client profile is registered at its broker
and is used to determine the format(s) in
which content needs to be delivered. Each sub-
scription of the client along with its profile is
forwarded to the corresponding RP which uses
this information for optimal routing computa-
tion.

Similar to the conventional DHT-based
pub/sub systems, the published content is for-
warded to the corresponding RP. However, af-
ter detecting the brokers with matching subscriptions, the published content
must be customized and disseminated according to the profiles of the matched
subscriptions. For simplicity, let us assume that the computational resources at
the brokers and transmission links between them (represented by edges in the
dissemination tree) are identical, i.e., their characteristics such as bandwidth,
delay, CPU speed etc. are same in every part of the tree1. Now, if the set of re-
quired formats is F = {F0, ..., Fm−1}, for content C and format Fi ∈ F , we can
associate a transmission-cost TFi(C) for each link. Let O(i,j) denote the operator
that converts content format from Fi to Fj and its associated conversion cost by
CO(i,j)(C). This represents the computation cost of performing this operator at
any broker2. Note that it may not always be feasible to convert content from any
given format Fi into another format Fj . For example, it might not be possible
to convert a low resolution image into a higher resolution one. Alternatively, the
system might not support particular conversions even if it were possible, e.g.,

1 We have also considered the general case where brokers and links are not identical,
however, due to space constraint we do not present it in this paper.

2 In general we will assume these costs to represent the per-unit costs
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converting video in ‘avi’ format into ‘flv’. In such cases we assume O(i,j) to be
undefined.

Fig. 2. A sample CAG and dissem-
ination plan.

We use a directed, weighted graph
structure to represent the required for-
mats for a published content and the re-
lationship between these formats. We will
call this the Content Adaptation Graph
(CAG). The vertices in CAG correspond
to the various content formats and the di-
rected edges between two vertices repre-
sents the operator that converts content
from the source format to the sink for-
mat directly. The associated conversion
cost is represented by the weight of the
edge. Similarly, a weight associated with each node of the CAG represents the
per-unit transmission cost in that format. Figure 2 illustrates a CAG involving
four formats of an ‘mpeg4’ video content with different frame sizes and bit-
rates. In this CAG we represent the transmission cost in Megabytes (MB) and
the conversion cost in seconds.

2.2 Cost-based Customized Dissemination
Consider the problem of customized dissemination of content C in format F0

from RP to a set of brokers R = {R1, .., Rr} (R ⊆ N). Let FRj be the set of
formats required at broker Rj . Let T denote the dissemination tree constructed
according to the Tapestry framework where N = {N1, .., Nn} be the set of nodes
and E be the set of edges in this tree. We denote the rendezvous node RP by
N1.

For a given dissemination tree T, a customized content dissemination plan
or CCD plan is an annotated tree P (with the same set of nodes and edges
as T) where each node and edge is annotated by the customization operators
performed at the node and the formats in which the content is transmitted along
the link respectively. Figure 2 shows a sample plan where the published content
is delivered in format F1 to brokers N2 and N5, in format F2 to broker N6 and in
format F3 to broker N7. A subtree in the customization plan is called a subplan.

A customization plan provides the following information for each node, Ni,
and link < Ni, Nj > in the dissemination tree.
– ONi : the operators that are performed at Ni. E.g., in the plan depicted in

Figure 2, ON1 = {O(0,1), O(1,3)} that convert format F0 to format F1 and
format F1 to format F3, respectively.

– FNi
in : the set of content formats that are received at Ni (from its parent).

E.g., FN2
in = {F1} in Figure 2.

– FNi
out: the set of content formats that are required in Ni or are being sent by

Ni to its children. E.g., FN3
out = {F1, F2} in Figure 2.

– F<Ni,Nj>: the set of formats that content is transmitted over < Ni, Nj >.
E.g., F<N1,N2> = {F1}.

In every customization plan the content to be disseminated is available at the
root node (RP) of the dissemination tree in its original published format. In
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a valid plan at every node Ni the input format set is identical to the set of
formats that Ni receives from its parent. The input format for each operation
O(m,n) performed at node is either forwarded by its parent or is generated at the
node as a result of other operations. Likewise, the formats in which content is
forwarded by Ni to its children are either received from its parent or generated
in situ as a result of an executed operation. Finally, in a valid plan for every link
< Ni, Nj > the formats transmitted over it needs to pre-exist at its source i.e.,
F<Ni,Nj> ⊆ FNi

out.
Cost Model: The conversion cost of a plan is the sum of costs of carrying out
the operators specified for each of its nodes and transmission cost is the sum
of costs of transmitting the content in the specified formats over all the links
in the dissemination tree. Our model is similar to the one used in [18, 20] for
in-network stream processing and cache replacement. We denote the conversion
cost of a plan P by ϕP and the transmission cost by τP.

The total cost of the plan P for content C is denoted by ΘP(c), as a function of
its conversion and transmission costs. In general one can use an additive formula
such as:

ΘP(C) = ατP + βϕP , where ϕP and τP are normalized values, α, β ≥ 0

The parameters α and β in the above cost function provide flexibility to
customize the total cost function based on the system characteristics. For in-
stance, if processing resources in a system are limited and expensive, the total
cost function can reflect this by giving more weight to computing cost. Based on
the above discussion, the computation cost of the plan depicted in Figure 2 is
110 and the communication cost of this plan is 73. Assuming α, β = 1, the total
cost of this plan will be 183. Therefore, the optimization problem can be stated
as follows:
Customized Content Dissemination (CCD) Problem: Given a dissemi-
nation task find a valid customization plan with minimum total cost.
Theorem 1: CCD problem is NP-hard.
Proof: We show that the CCD problem is NP-hard when there is only one broker
in the system. Clearly, if the problem is NP-hard for one broker, it remains NP-
hard for n(> 1) brokers too. We show that the NP-hard problem of computing
the “Minimum directed Steiner Tree” can be reduced to an instance of the CCD
problem. The minimum directed Steiner tree problem is the following: Given
a directed graph G = (V,E) with edge-weights, a set of terminals (vertices)
S ⊆ V , and a root vertex r, find a minimum weight connected tree rooted at r,
such that all vertices in S are included in the tree [12]. It is easy to see that any
instance of the directed Steiner tree problem is equivalent to the degenerate CCD
problem where there is only one broker in the network, the content adaptation
graph CAG is set to be the same as G, the vertices’s in S correspond to the
set of formats (corresponding to a set of nodes in the CAG) in which content
is required, and r is the original format of content. Since the CCD problem is
NP-hard for the case of one broker, it remains NP-hard in the general case as
well. ¤
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3 Multilayer Graph representation of CCD

Fig. 3. A sample subtree and a
CAG.

An interesting observation is that CCD
problem can be formulated as a minimum
directed Steiner tree problem in a mul-
tilayer graph constructed from the given
CAG and dissemination tree. In fact this
observation was made in [13] for multicas-
ting problem. A multilayer graph for CCD
problem is constructed by combining the
dissemination tree and the content adap-
tation graph (CAG) as follows:

Generate m replicas of the dissemina-
tion tree, each representing a layer corre-
sponding to a format in the CAG (m is
the number of formats in the CAG). The
restriction being that within each layer, data can be transmitted along the edges
in the format corresponding to that layer only. We denote the multilayer graph
by GML = (V, E) such that V = Vd × Vc where Vc is the set of vertices in CAG
and Vd is the set of nodes in the dissemination tree. Each vertex in V is therefore
associated with exactly one pair of nodes - where the first member of the pair is
a node in the dissemination tree and the other corresponds to a format in the
CAG. For a vertex v in a multilayer graph the corresponding format in the CAG
is referred by v.format and the corresponding node in the dissemination tree by
v.node. The edge set of GML comprises the following two kinds of edges - edges
that connect two nodes in the same layer (called transmission edges) and edges
that connect nodes across layers (called conversion edges. There is a directed
transmission edge in every layer corresponding to a link in the original dissem-
ination tree. Similarly, there is a directed conversion edge joining the vertices
corresponding to the same (physical) node across layers Li and Lj if and only if
there is an edge from format Fi to Fj in the CAG. The weight of a transmission
edge in layer Li is equal to the transmission cost of its corresponding format,
i.e., Fi. Similarly, the weight of a conversion edge between two layers Li and Lj

is the same as the conversion cost from format Fi to Fj in the CAG. As dis-
cussed in Section 2.2, we will assume that the transmission cost and conversion
cost are measured in the same unit and have been normalized, i.e., one unit of
transmission cost is same as one unit of conversion cost.

Now, it is easy to see that any valid plan for the CCD problem can be
represented as a tree in the corresponding multilayer graph. In fact, the minimum
cost plan for a CCD problem corresponds to the minimum cost directed Steiner
tree in GML. For each format Fk that is assigned to a link between Ni and
Nj in the optimum plan, the transmission edge between corresponding nodes
for Ni and Nj in the layer associated to Fk is also included in the minimum
cost Steiner tree. For each operator O(s,w) assigned to node Ni in the optimum
plan, the conversion edge between corresponding nodes for Ni between the layers
associated with Fs and Fw is included in the minimum cost Steiner tree. Finally,
one can see that cost of the optimal CCD plan is the same as the total weight
of the edges in the minimum Steiner tree in the multilayer graph.
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Fig. 4. Multi layer graph for
Figure 3.

As an example consider the CAG and dis-
semination tree depicted in Figure 3. Figure
4 depicts the associated multilayer graph for
the given CAG and dissemination tree. The
source for the Steiner tree in the multilayer
graph is the corresponding node for the dis-
semination tree’s root in the layer associated
with the initial format. The set of terminals
for the Steiner tree consists of the correspond-
ing nodes for subscriber brokers in their lay-
ers associated with their requested formats.
Therefore, in the next two sections we develop
two CCD algorithms that generate CCD plans
with a small cost. In fact our first algorithm is
designed to find the optimum CCD plan and

can be used when the number of formats in CAG is small (less than 5). The sec-
ond algorithm is meant for large CAGs (more than 5 nodes) and uses heuristics
to generate low cost plans.

4 Optimal CCD Algorithm
In this section we describe an algorithm for finding minimum cost dissemination
plan when the CAG contains small number of formats (less than 5). In many
situations we may be able to categorize the devices into a small set of classes
where determining an optimum dissemination plan is possible. For instance, in
an image dissemination system , e.g., “PC with high speed connection”, “PC
with dial-up connection”, “Mobile device with Wi-Fi connection” and “Mobile
device with GSM connection”. An important advantage of this algorithm over
the multilayer graph based approach is that it scales linearly with the dissemi-
nation tree size and can therefore be used for efficiently computing the optimal
plan for large dissemination trees when the CAG is small.

Let us describe the main idea behind the optimal algorithm using an example.
Consider a broker Ni that receives content in formats specified in the set FNi

in
from its parent (as shown in Figure 5). Let Ni have two children Nj and Nk.
Let us assume that for every child node the minimum-cost dissemination plan
for the subtree rooted at the node is known in advance for each possible input
format set (recall, the sub-plan cost includes the transmission cost along the
incoming edge at the node). Now, if the number of formats in the CAG is m,
there are potentially 2m distinct input sets for each child. Given the costs of
these 2m optimal sub-plans for each child of Ni (shown as arrays in the figure),
let us see how to find the minimum cost plan for the subtree rooted at Ni

parameterized on its input FNi
in . Take the simple case when FNi

in is a singleton
set {F2} from the CAG shown in Figure 2. To compute the minimum cost for
this specific input, we generate all the formats that can be potentially generated
from {F2} (based on the CAG) and note the corresponding conversion costs. For
our example CAG, let the format sets generated from {F2} at Ni be denoted
by F∗i = {{F2}, {F3}, {F2, F3}}. Of course, in the worst case |F∗i | = 2m. Now,
given the input {F2} at Ni, the best plan is the one that minimizes the sum of
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transmission cost of content in format F2 to Ni (from its parent), the costs of the
least expensive plans at Nj and Nk when inputs at Nj and Nk are restricted to
be an element of F∗i and the corresponding conversion cost at Ni to generate the
union of the two input sets for Nj and Nk from {F2}. Observe that irrespective
of what formats are sent to Nj and Nk, their union has to be an element of F∗i .
We use this observation to efficiently compute the best sub-plan for input {F2}
at Ni as follows: For each f∗i ∈ F∗i , determine input sets f∗j ⊆ f∗i for Nj and
f∗k ⊆ f∗i for Nk independently such that the sub-plan cost at Nj and Nk are
minimized. Add to the sum of these two costs, the cost of conversion from {F2}
to f∗i (i.e., the Minimum directed Steiner tree cost denoted as S({F2} Ã f∗i )).
When there are k children this operation can be completed in O(k.2m) time if
m is small and the array at each node is sorted in increasing order of sub-plan
costs. We simply need to determine the minimum total cost over f∗i (i.e., best
element in F∗i ). Since |F∗i | is at most 2m, we can determine the best plan for any
given input at Ni ({F2} in this case) in O(k.22m). Further, since there are 2m

distinct inputs possible, we can fill the array at Ni in O(k.23m) time in the worst
case.

Fig. 5. Optimal CCD for a node.

Given the optimal substructure char-
acteristic of this problem, we can give
a dynamic programming based algorithm
that computes the minimum cost plan for
the CCD problem. Algorithm 1 shows the
steps required for one broker Ni in the
dissemination tree for a specified input
format set FNi

in . The algorithm needs the
input format set along with the dissemi-
nation subtree rooted at Ni and the list
of arrays consisting of the best plans at
its children nodes (ChildSubP lansNi []).
As mentioned, the algorithm assumes that
the minimum cost plan for all input format sets are available for every child of
Ni. We then initialize the empty plan P with infinite cost (Lines 4-5). Now, for
each possible output format set at Ni the algorithm first finds the conversion
cost using a directed Steiner tree algorithm [12] in line (8). Note that the mini-
mum conversion cost can be computed efficiently since the CAG is assumed to
be small. Then it computes the least expensive plan as illustrated in the example
above (Lines 9-13). If the newly computed plan had smaller cost than the previ-
ous plans, the algorithm updates the minimum plan and its cost (Lines 14-17).
Finally, the computed minimum plan’s cost is updated by the transmission cost
of the input format set and is returned as the minimum cost plan.

To find the minimum cost plan for a given dissemination tree, we call the
OptimalCCD algorithm in the RP broker with FRP

in = {F0}. After running the
algorithm, the minimum cost plan is available and the system uses it to detect
which operators must be executed in each broker and which content formats
must be transmitted over each link. Each node in the dissemination tree receives
the content formats along with the portion of plan corresponding to the subtree
rooted at that node. It then investigates the received plan and performs the
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operators that are assigned to it in the plan and forwards the content in the for-
mats indicated in the plan to each of its children along with their corresponding
parts of the dissemination plan.
Theorem 2: The complexity of the optimal CCD algorithm is O(nkavg23mS),
where n is the number of nodes in the dissemination tree, m is the number of
formats in the CAG, kavg is the average number of children a node has and S
is the complexity of computing the minimum cost directed Steiner tree in the
CAG .
Proof: The algorithm is recursively called for each node and there are n nodes in
all. Now, if we denote the average number of children of a node in the dissemina-
tion tree by kavg and the maximum cost paid for an instance of the “Minimum
Steiner Tree” problem at any node by S (which is assumed to be almost lin-
ear due to the small value of m), then from the analysis done in the example
above (Figure 5), we can show that the worst case complexity of Algorithm 1 is
O(nkavg23mS). ¤

Algorithm 1 OptimalCCD
1: INPUT: F

Ni
in (Set of input formats), TNi

(Dissemination subtree rooted at Ni),

ChildSubP lansNi
()(List of best child subplans)

2: OUTPUT: Pi: Least cost subplan at Ni for input F
Ni
in ;

3:
4: P← Empty plan;
5: ΘP ←∞;
6: for all Fsub ∈ PowerSet(F ) do
7: Ptemp ← Operators performed in Ni;

8: ΘPtemp ← αS(FNi
in Ã Fsub); // S(F Ni

in Ã Fsub):the minimum cost of converting content

from a set of available formats, Fin into set of output formats, Fout

9: for all Nj ∈ Children(Ni) do

10: PNj
← MIN{ChildSubplansNi

(Nj)} s. t. F
Nj
in ⊆ Fsub;

11: Add PNj
to Ptemp;

12: ΘPtemp+ = TotalCost(PNj
); // TotalCost(P): the total cost of the plan

13: end for
14: if ΘP > ΘPtemp then

15: P← Ptemp;

16: ΘP ← ΘPtemp ;

17: end if
18: end for
19: ΘP+ = (1− α)

∑
Fk∈F

Ni
in

TFk
(C);

20: return P;

During implementation, the optimal CCD algorithm can be sped up by re-
ducing the number of format sets to be considered in the output set of a node.
If we cannot derive a particular format set from the input format set, there is
no need to compute those sub-plans. However, in the worst case where CAG
is a fully connected directed graph the algorithm may need to consider all 2m

subsets of formats.

5 CCD Problem for Large CAGs

In this section we present an iterative algorithm for CCD problems with large
CAGs. Given an initial CCD plan, the algorithm iteratively selects a node in the
dissemination tree and refines the local plan at the node to reduce the cost of the
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solution. The refining process may include the following two actions: (i) changing
the conversion operators at this node and its children; (ii) changing the set of
formats in which content is transmitted to each one of its children. The modified
plan always has a cost lower than the previous one and acts as an input for
the next iteration. The iterative CCD algorithms is shown below (Algorithm 2).
We show through extensive experimentation (in Section 6) that these heuristics
work very well in practice. In fact, in Section 6 we show empirically that the final
plan costs are within a small factor of the minimum possible cost by establishing
a theoretical lower bound to the cost of a CCD plan.

Algorithm 2 Iterative CCD algorithm for large CAG
1: INPUT: P: The initial plan, K: Number of iterations ;
2: OUTPUT: P: The refined plan;
3:
4: for all j = 0 to K do
5: Ni = SelectNode(P)
6: RefinePlan( P,Ni)
7: end for
8: return P;

The algorithm starts with an initial plan, then greedily selects a node using
the SelectNode function call and applies the RefinePlan procedure to generate
a better plan. In general, one may use a variety of criteria for termination,
such as the magnitude of change in cost over successive iterations, number of
iterations, time bound etc. In this paper, we just iterate for a fixed K times
which is provided by the user as an input parameter. Next, we present details
about the initialization, node selection and plan refinement steps of our iterative
algorithm.
Step 1: Initial Plan Selection We can initiate the above algorithm using any
valid plan. In this paper, we seed the algorithm using either one of the three
following strategies. We call the first plans the All-in-root plan and the second
one All-in-leaves plan. Both of these algorithms avoid in-network placement of
customization operators and perform all the required operators either at the dis-
semination tree’s root or at the leaves. The All-in-root CCD algorithm generates
all the required formats in the dissemination tree by performing the necessary
operators in the root (RP). Then, the generated content in various formats are
forwarded towards the leaves based on their requests. On the other hand, the
All-in-leaves CCD algorithm forwards the published content to all leaves and all
of the nodes with matching subscription convert the content into the formats
requested by its clients from the original format. We refer to the third initial
plan as the Single-format plan. In this plan content is transmitted over a link
exactly in one format, the one with the smallest transmission cost.
Step 2: Node Selection for Plan Refinement We considered several strate-
gies for node selection. The first strategy is to select the nodes of the tree ran-
domly in every iteration. We will refer to this as the Random scheme. While
the random scheme is the most obvious, a smarter approach would be to base
the selection on some estimation of the potential cost-reduction one can achieve
by refining a given scheme. We use a greedy heuristic that selects the next node
(i.e., dissemination plan) based on the difference between the current cost of a
sub-plan and the estimated lower bound to the minimum achievable cost for the
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sub-plan. The SelectNode function returns the node N∗
i from the set of all nodes

Ni in the tree such that the slack in the total cost paid in the local region of Ni

is maximized. The slack = (total conversion cost paid in the local region of Ni

- the lower bound of the total conversion cost in the local region of Ni) + (total
transmission cost in the local region of Ni - lower bound to the total transmission
cost in the local region of Ni). We will refer to this as the Slack scheme from
here onwards. Since our cost model consists of content transmission and content
conversion costs, to find a lower bound for a plan we need a lower bound for
each of these components in the total cost. We describe how the lower bounds
are computed next.
Transmission-cost lower bound: We define a lower bound for transmission cost for
each link in the dissemination tree and define the lower bound for the tree as the
sum of the lower bounds for each one of its links. Consider a link < Ni, Nj > in
the dissemination tree where Nj is a leaf node. The content formats transmitted
over this link depend on the formats requested by the clients attached to Nj .
Consider the case where content is requested only in Fk by the clients at Nj .
Since the transmission costs are proportional to the ”size” of the content format,
the minimum transmission cost for the link is at least as much as the size of the
smallest format in the CAG that we can convert into Fk. In other words, the
minimum transmission cost along < Ni, Nj > corresponds to the transmission
cost for the format with the smallest size, say Fmin

k such that there is a path
from Fmin

k to Fk in the CAG. In general, if the content is required in more than
one format at a node, say {Fmin

k1
, . . . , Fmin

kl
} we can compute the corresponding

smallest formats and take the transmission cost of the largest of these as the
lower bound for the link. This lower bound applies to edges between internal
nodes of the dissemination tree as well. The set of formats requested at any
internal node Nt is simply taken to be the union of formats requested at any
client of a node in the subtree rooted at Nt. Below, we describe how one can
quickly determine such a format for any link in the dissemination tree.

We maintain a sorted array of all the formats in the CAG in ascending order
of their transmission costs. This is a one time operation which takes O(mlog(m))
time at most. Then, for a given target format Fk we go down the array and select
the smallest format such that there is a path from this format to Fk in the CAG
(this could very well be Fk itself). The transmission cost of this format is chosen
as the lower bound for Fk. When the content is required in multiple formats in
the subtree rooted at the child node of the link, we determine the lower bound
for each format separately and set the largest of these as the lower bound for
the link. The lower bound to the transmission cost of the whole tree (subtree) is
simply the sum of the lower bounds for every link in the tree(subtree). We will
denote this by Tlow(t) for a subtree t or simply by Tlow for the whole tree.
Conversion cost lower bound: Computing the lower bound for the total conver-
sion cost is straightforward. The minimum conversion cost that needs to be paid
for a plan is the cost of converting the original format into all the requested
formats in the tree at least once. This is simply the cost of minimum directed
Steiner tree of the CAG where the set of terminals is the set of all requested
formats. We will denote this global lower bound to the conversion cost by Clow.
Note, in contrast to the transmission cost which is a positive number for every
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link in the dissemination tree, the lower bound for conversion cost is zero for each
node because there is always a valid plan in which no operation is performed at
a given node. As a result the lower bound for conversion cost of any node is 0.

Algorithm 3 RefinePlan.
1: INPUT: P: The initial plan, Ni: Selected node ;
2:
3: GML(V, E) = createMLGraph(Ni);
4: Source ← φ; //Set of source vertices;
5: Terminal ← φ; // Set of terminal vertices;
6: for every v ∈ V do

7: if v.node = Ni AND v.format ∈ F
Ni
in then

8: Source = Source ∪ {v};
9: end if

10: if Nj ∈ Children(Ni) AND v.node = Nj AND v.format ∈ F
Nj
out then

11: Terminal = Terminal ∪ {v};
12: end if
13: end for
14: SteinerTree = MinSteiner(GML, Source, Terminal);
15: if SteinerTree.cost < SubPlanCost(P,Ni) then
16: Update(P);
17: end if

Step 3: Plan Refinement using Multilayer Graph The RefinePlan proce-
dure takes as input a valid plan and a node Ni and updates the plan to a new
one with smaller cost by modifying conversion operations and transmissions in
the local region of Ni. Algorithm 3 shows the steps of RefinePlan procedure. In
line 3 it creates the multilayer graph corresponding to the local region of Ni.
In other words, it creates the multilayer graph corresponding to the “stump” of
the sub-plan underneath Ni involving Ni and its children only. Therefore, the
refinement step focuses on the conversion operation performed at one of these
nodes and the transmission formats along the links between Ni and its children
in the current plan. Next, the source and terminal nodes for the minimum cost
Steiner tree computation in the multilayer graph must be determined. Any ver-
tex with Ni as its associated node and one of the input formats in FNi

in is added
to the set of source vertices for the Steiner tree. Similarly any vertex in the mul-
tilayer graph that corresponds to one of Ni’s children and an output format of
the child in the current plan is added to the set of terminals for the Steiner tree.
Lines 6-13 show the steps of forming these source and terminal sets. Once these
sets have been determined, we use an approximation algorithm for Steiner tree
computation [12] as shown in line 14. Finally, if the total cost of the computed
Steiner tree is strictly smaller than the cost before refinement the plan is up-
dated to the reflect the new operations and transmissions in the dissemination
tree as described below (lines 15-17).

The Update(P) process does the following: For each transmission edge in the
Steiner tree, the format associated to the layer is added to the set of formats
that are transmitted through the link between Ni and the corresponding child.
Similarly, for each conversion edge in the Steiner tree the corresponding operator
in the CAG is added to the list of operators that are performed at the associated
node in the current plan. Note that the input format set for Ni and the output
format sets for Ni’s children remain unchanged after the call to RefinePlan pro-
cedure. Since we use approximate Steiner tree algorithm, the Steiner tree may



14 H. Jafarpour et al.

result in the higher cost plan where in this case no action is taken. It is easy to
see that the refined plan remains a valid plan after performing an update.

Note that since we construct a multilayer graph for a node and its children
only, the size of the graph is significantly smaller than the multilayer graph for
all of the dissemination tree. Assume the maximum number of children for a
node in a network with 1000 brokers is 10 and there are 10 formats in the CAG
and all formats are requested in every child. The multilayer graph in this case
has 150 vertices. The complexity of the Steiner tree algorithm for K iteration is
O(1602×1504×K) which is significantly less than O(100002×35004) which was
the complexity of the example in Section 3.

6 Experimental Evaluation

6.1 System setup
To evaluate our algorithms we developed a message level, event-based simu-
lator on top of Tapestry routing scheme. We implemented our algorithms and
customization operators in Java. Since the focus of this paper is content dissemi-
nation among brokers, we performed our simulations only for the broker overlay.
There are 1024 brokers in the overlay network. We use the matching ratio as
our main parameter, which is the fraction of the brokers that have matching
subscriptions for a published content. As argued in [4], studying the behavior
of our algorithms over the range of matching ratios enables us to interpret the
results for both Zipf and uniform distribution of publications and subscriptions
over the content space. For instance, the behavior of the algorithms for Zipf
distribution in which a small portion of the event space is very popular while
the majority of the event space has only few subscribers can be shown by the
behavior of the algorithm for very high and very low matching ratios. For each
matching ratio, the reported results are averages taken for 100 runs. We also use
tree discovery message to detect the dissemination tree and the node and link
costs. We account for the computation cost of performing our algorithms and
the communication overhead of tree discovery message. Based on our prototyp-
ing, the average execution time of the algorithms was about 100ms and we set
the probe message size to be 0.1 KB. Publishers and subscribers in the broker
overlay are selected randomly for each run. Similarly, the requested formats by
a subscriber are sampled uniformly at random from the set of all formats. Each
broker has subscriptions for at most 1

4 of the available formats in the CAG. The
default value for α and β is set to 1 in the cost function indicating that the
normalized communication and computation cost units have equal weight.

6.2 Dissemination scenarios
For our experimental study we used variety of small and large CAGs, however,
because of space limitation in this section we present our results for two CAGs
representing two dissemination scenarios. The first CAG is a small one that is
used to evaluate our optimal CCD algorithm while the second one is a large
CAG that is used to evaluate the heuristic based CCD algorithm.

Annotated Map Dissemination: For the first scenario, we considered cus-
tomized dissemination of annotated maps to subscribers in the context of emer-
gency. For instance, in case of wild fire an annotated map depicting shelters for
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evacuees and open roadways in a specific geographic region might need to be
disseminated to the local population.

Fig. 6. Sample content and
CAG for Annotated Map sce-
nario.

The published content in this scenario is
an annotated map along with brief text de-
scription about each annotated item. Our
system provides content in four different
formats. The original format of the anno-
tated map is PDF (F0). Depending on their
preference and device, receivers can request
the content in JPG image format (F1),
text format (F2) or voice format which is
text to speech conversion of the first an-
notated item(F3). For PDF to JPG and
Text customizations we used PDFBox pack-
age (http://www.pdfbox.org/) and for Text
to Voice conversion we used FreeTTS pack-
age (http://freetts.sourceforge.net/). Figure 6 depicts the corresponding CAG
where the costs were computed based on our extensive prototyping.

Customized Video Dissemination: In the second scenario we consider dissem-
ination of video content in variety of formats. In this scenario the CAG has
16 formats. The original content is in high quality ‘mpeg4’ format. The CAG
contains four nodes in ‘mpeg4’ format that differ in frame size and bit rate.
Also there are four nodes in CAG for each of ‘avi’, ‘flv’ and ‘3gp’ formats. Simi-
larly, each of these nodes represent specific frame size and bit rate for the video
content. We also measure the content adaptation costs in the CAG based on
extensive prototyping of possible transcoding between the available formats in
the CAG. The costs of nodes in this CAG are in the range of [0,30]. For video
transcoding we used FFmpeg which is a complete, cross-platform solution to
record, convert and stream audio and video and includes libavcodec - a leading
audio/video codec library3. The edge costs in this CAG are in the range of [0,60].
Because of very complex representation of this CAG (16 vertices and 210 edges)
we only represent the CAG with 24 edges out of 210 edges in Figure 8.
6.3 Experiments
Based on the described system setup and the CAGs we present set of experiments
that aim to evaluate the following:

– The effect of using optimal and heuristic CCD algorithms in reduction of
content dissemination cost.

– The quality of the heuristic CCD algorithm results.
– The effect of different parameters.
– The effect of the relationship between communication and computation costs

on the algorithm.

We use the small CAG from the annotated map scenario in the first two
experiments to evaluate the benefit of using CCD algorithms and quality of the
heuristic CCD algorithm compared to the optimal one. In the rest of experiments
3 For information on FFmpeg please refer to ”http://www.ffmpeg.org/”.
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we use the large CAG of the video dissemination scenario to evaluate different
factors that are involved in the heuristic CCD algorithm.

Effect of CCD algorithms on cost: In this experiment we evaluate the effect
of using the proposed CCD algorithms in reducing the dissemination cost. We
compare our CCD algorithms with two alternative approaches, All-In-Leaevs
(AIL) and All-In-Root (AIR). Figure 6.3 represents the percentage of savings in
the dissemination cost in our CCD algorithms compared to the AIL and AIR
approaches for different α and β ratios. The first graph depicts the results for the
optimal CCD algorithm and the small CAG and the second one shows the results
for the heuristic CCD algorithm and the large CAG. As it can be seen in both
cases using CCD algorithms result in reduction of dissemination cost, however,
the amount of saving may significantly vary for AIL and AIR approaches as α
and β change. The amount of cost reduction depends on several factors including
the communication and computation costs in the CAG, the number of different
requested formats in brokers and the relationship between communication and
computation costs in the system. An interesting fact shown in the graphs is
that the CCD algorithms result in much higher savings as compared to the AIL
approach when α

β = 0.1. In contrast, when α
β = 10 the AIR approach performs

much worse than the CCD algorithms. The reason is when α
β = 0.1 computation

cost unit is much higher than communication cost unit and since AIL performs
operators in leaves, an operator may be performed several times which results
in higher total cost. In such cases as expected the difference between CCD plans
and AIR is not very significant because the computation cost is minimized in
AIR. On the other hand, when α

β = 10 the generated plans by CCD algorithms
are closer to AIL because communication cost is higher whereas AIR results
in higher communication cost because of redundant transmission of the same
content in different formats over some links. In general, these results show that
regardless of CAG and requested formats in brokers, using our CCD algorithms
always results in reduction of dissemination cost compared to at least one of the
AIL or AIR approaches.
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Fig. 7. Cost reduction percentage in Optimal and Heuristic CCD algorithms compared
to AIL and AIR for different α and β values.

Quality of CCD heuristic: In this experiment we evaluate the effectiveness
of the heuristic CCD algorithm in finding a dissemination plan. We compare
the cost of the plan resulting from the heuristic CCD algorithm with the cost
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of the optimal dissemination plan that has the minimum cost. Since finding the
minimum cost plan when the CAG is large is NP-hard we use our small CAG in
this experiment. The minimum cost plan in this experiment is computed using
our optimal CCD algorithm. Figure 9 depicts the percentage of cost difference
between the minimum cost plan and the plan resulting from the heuristic CCD
algorithm for 1000 iterations. The cost difference after a few iterations sharply
falls to around 1% for all matching ratios. This shows that the proposed heuristic
CCD produces dissemination plans significantly close to the minimum dissemi-
nation plans. Also this plan is achieved with very small number of iterations in
the heuristic CCD algorithm.

Fig. 8. Video dissemination CAG with sub-
set of edges.
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Fig. 9. Goodness of the heuristic CCD al-
gorithm compared to the optimal algo-
rithm.

In the previous experiments we showed that the CCD algorithms reduce the
dissemination cost and the heuristic CCD algorithm results in close to optimal
dissemination plans. In the rest of the experiments in this section we present the
effect of different parameters on the effectiveness of the heuristic CCD algorithm.

Initial plan selection: In this experiment we compare three different dissem-
ination plans, All In Root (AIR), All In Leaves (AIL) and Single format (SF).
An important factor that affects the final plan cost is the relationship between
communication and computation costs in the system. If the communication re-
sources in a system are more expensive than computation resources, the initial
plan that is used for the heuristic CCD algorithm may be different than when
the computation resources are costlier than the communication resources. Fig-
ure 10 plots the costs of three initial dissemination plans for different matching
rations in three different scenarios. As it is seen when the computation resources
have more importance in the system (α

β = 0.1), the AIR initial plan has smallest
cost for all matching ratios. This is clear because of AIR plans have minimum
computation cost. On the other hand, if the communication resources are more
expensive, AIR plan results in more consumption of communication resources
and therefore results in larger dissemination cost. Therefore, AIR s the worst
initial plan when α

β = 10. As it is seen in this case SF is a better initial plan to
consider.

Note that these results are for specific CAG and subscription distribution
among brokers. We have similar results for different CAGs and subscription
distributions where single format or All In Root may result in better initial
plan. Therefore, we conclude that to find a better initial plan, the heuristic
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CCD algorithm computes all possible initial CCD plans and selects the one with
the smallest cost as the initial plan for refining the plan using iterations.
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reduction rate

Next step selection: In this experiment we evaluate the random and slack
based selection techniques. Figure 11 depicts the percentage of cost improvement
compared to the cost of initial plan for 500 iterations and three matching ratios,
10%, 50% and 70%. As it is seen for all matching ratios the rate in which the slack
based techniques refines the dissemination plan to lower cost plan is significantly
faster than the random technique. For instance, in 70% matching ratio the slack
based technique results in 25% reduction in cost after around 150 iterations
while it takes more than 500 iteration for the random technique to achieve the
same percentage in cost reduction. Therefore, if we limit the number of iterations
that the heuristic CCD algorithm performs for refining the plan, the slack based
technique is superior to the random one. Another fact that is shown in the figure
is that regardless of the next step selection technique, both random and slack
based heuristic CCD algorithms converge to the same final dissemination plan
after sufficient number of iterations. This means if there are enough resources
available for a large number of iterations, both techniques achieve the same final
refined dissemination plan.

7 Related Work

Most of the existing pub/sub systems have concentrated on providing efficient
dissemination service for simple publication formats such as numerical or text
content [1, 3, 5]. Shah et al. studied filter placement in content-based pub/sub
network [15]. The objective of this approach is to minimize the total network
bandwidth utilization resulting from dissemination of published content. How-
ever, their system does not consider the overhead resulting from filter operations
in the cost function and only consider single filtering operation type. The con-
tent format also is not customized and published content is delivered in the same
format to all receivers.

Diao et al. proposed ONYX, a customized XML dissemination framework
that provides scalability and expressiveness [16]. ONYX provides incremental
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message transformation by using early projection and early restructuring of con-
tent. However, since content transformation operations are XML filtering and
restructuring operations, ONYX does not consider overhead of transformation
and only aims to minimize content transmission overhead.

The Echo pub/sub system is a high performance event delivery middleware
designed for grid environments with large scale event rates [19]. While Echo
provides event filtering and transformation service in pub/sub system, there are
significant differences between Echo and our proposed CCD approach. Unlike
CCD which is proposed for content-based pub/sub systems, Echo is a channel-
based pub/sub system. Event types define C-style structures made up of atomic
data types. For event filtering and transformation Echo extends event channels
via derivation. However, all the required computation for filtering and trans-
forming events are performed in the same source node for the original event
channel.

Some multimedia content dissemination systems expand the multicasting
concept by providing content customization services for group members. In [14],
Lambrecht, et al. formally defined the multimedia content transcoding problem
in a multicast system and provided heuristic algorithms for transcoding content
into the format that is requested by each receivers. A similar system has been
proposed in [13] where the multicast tree is mapped into a multilevel graph and
an approximate Steiner tree algorithm to find efficient content transcoding in
the network. However, unlike our proposed system, both of the systems assume
that the multicast group is a fixed and predefined group. Also these systems only
consider dissemination of multimedia content in the same file format which is a
subset of the problem we consider here.

Content customization has been subject to extensive research in multime-
dia community. Nahrstedt et al. proposed Hourglass [17], a multimedia content
customization and dissemination framework. Hourglass composes requested con-
tent formats from specified sources by efficiently placing composition services in
the network and disseminates composed format to receivers in their requested
formats. However, Hourglass assumes each adaptation service is performed only
once in the system and also content dissemination is done using multiple dissemi-
nation trees: one for each content format. Both of these assumptions significantly
simplify the customized content dissemination problem.

8 Conclusions and Future Work
We have introduced customized content dissemination system where content is
only delivered to receivers that have requested it and in their desired format.
We proposed operator placement algorithms on top of a DHT-based pub/sub
framework in order to customize content format such that dissemination cost,
which we defined as a linear function of customization (computing) and trans-
mission (communication) costs, is minimized. We formally defined the problem
and showed that it is NP-hard. We proposed two approaches to generate an effi-
cient operator placement plan. Our first algorithm, the optimal CCD, finds the
minimum cost CCD plan when the number of requested formats in the system is
small. For the scenarios with large number of required formats we proposed an
iterative heuristic algorithm that considerably reduces the CCD cost compared
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to performing customizations in the dissemination tree root or in the receiver
brokers. We also showed the benefit of using our algorithms through extensive
experiments. We have extended our proposed algorithms to take into account
the heterogeneity of brokers and links along with the effect of concurrent publi-
cations in computing dissemination plans. However, due to the space limitation
we did not present these extensions along with the corresponding experimental
results in this paper.

In the heuristic CCD algorithm we used a multilayer graph for a subtree of
depth one in the dissemination tree. As part of our future work we are investigat-
ing the trade-off in choosing subtrees with higher depth and complexity of the
minimum directed Steiner tree computation. We are also working on a heuristic
algorithm based on our Optimal CCD algorithm to generate a more effective
initial plan for our heuristic CCD algorithm when the CAG is large. We are also
investigating other cost models including dissemination time and the ways that
the CCD algorithms can be adapted for such cost models.
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