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Abstract—Power grids are responsible for the transmission
and distribution of electricity to end-users. These systems are un-
dergoing a modernization process through the use of Information
and Communication Technology (ICT), transforming the electric
system into Smart Grids. In this context, Supervisory Control
and Data Acquisition (SCADA) systems are responsible for the
management and monitoring of substations and field devices. In
this paper, we investigate the use of SDN as an approach to assist
in the modernization of SCADA systems. We discuss its possible
benefits, such as simplified management of power system re-
sources. Moreover, SDN can facilitate the creation of new network
applications that previously, with traditional networks, were more
complex to be implemented. To illustrate the benefits of the use of
SDN in SCADA, we designed a mechanism that aims to prevent a
possible eavesdropper from fully capturing communication flows
between SCADA components. The mechanism was implemented
as an SDN-based application for SCADA systems that uses
multipath routing, which relies on SDN features to frequently
modify communication routes between SCADA devices. Further,
we performed an experimental evaluation to verify the impact
and performance of the mechanism in the SCADA network.

I. INTRODUCTION

Electric power grids are undergoing an intense modern-
ization process through the use of Information and Commu-
nication Technology (ICT), transforming the electric system
into Smart Grids [1]. Typically, power plants are complex
environments, comprising thousands of devices that assist
in the monitoring and control of resources, which rely on
automated processes for the operation of the grid. In this
context, Supervisory Control and Data Acquisition (SCADA)
systems are widely distributed systems used in the manage-
ment and monitoring of automated processes and components,
e.g., substations and field devices, in the electrical grid [2].

SCADA systems require technologies that facilitate re-
source management and allow the monitoring of the proper
operation of communication networks [3]. In particular,
Software-Defined Networking (SDN) is as a promising ap-
proach that can assist in the modernization of SCADA com-
munication networks [4]. Some preliminary research efforts
have advocated the use of SDN in SCADA [3], [5]. SDN
offers an architecture that can facilitate the management and
configuration of network devices. An SDN architecture can
simplify network operation and optimize its performance com-
pared to traditional management techniques, since network
programmers are provided with a comprehensive view and

direct control of the network, through a centralized controller
device [6].

The purpose of this paper is twofold: (1) to investigate
the advantages of using SDN in SCADA systems, and (2) to
demonstrate a concrete case-study of an SDN application that
can be used to increase privacy in SCADA. Initially, we discuss
the possible benefits that can be achieved through the adoption
of SDN into SCADA systems, such as simplified configuration
of devices and better management of power system resources.
Also, SDN characteristics can assist in the growth of the
power system network infrastructure, facilitating the creation
of new network applications that previously, with traditional
architectures, were more complex to be implemented.

Furthermore, to illustrate the benefits of the use of SDN
in SCADA, this paper also presents a case-study scenario
describing a mechanism to enhance the privacy of information
that is carried over SCADA networks. Our solution aims to
prevent a possible eavesdropper in the network from fully
capturing communication flows between SCADA components.
To do this, we present an SDN-based network application for
SCADA systems that uses multipath routing, which relies on
SDN features to frequently modify communication routes be-
tween SCADA devices. This allows packet exchange between
two end-devices in a SCADA network to be performed through
more than one communication route. Further, evaluation results
are presented, which measure the impact and performance of
the implemented mechanism.

This paper is organized as follows: Section II presents some
background about SCADA systems and SDN, and discusses
the benefits of using SDN in SCADA systems. Section III
describes a case-study scenario for the use of SDN in SCADA
and the multipath routing strategy. Section IV presents the
evaluation results and a performance analysis of our mecha-
nism. Section V describes the related work. Finally, Section VI
concludes the paper.

II. SDN-BASED SCADA SYSTEMS

Smart Grids are power distribution networks that depend on
an increased level of automated monitoring and control, often
exchanging data over IP-based communication protocols [1].
Compared to legacy power systems, Smart Grids rely on
bidirectional and high-speed communication technologies to
provide more flexible and accurate energy management [7].
Supervisory Control and Data Acquisition (SCADA) systems



are considered one of the main components of the power grid,
and allow the control, management and acquisition of remote
data from equipment and power substations. Due to their
increasing complexity, SCADA systems demand techniques
to simplify the management of system equipment, to ensure
performance requirements, to automate their operation and to
offer support for resilience functionality [3].

A. SCADA Systems

SCADA systems are used in critical infrastructures such as
power plants, water supplies, oil and gas facilities. In power
plants, in specific, SCADA systems are used to control and
monitor essential equipment for energy delivery. These systems
comprise distributed components, which are often dispersed
around thousands of kilometers and allow the continuous data
acquisition that is critical to the functioning of the power
grid [2]. These systems are organized in two main types of
components: the control center, which includes the MTU (Mas-
ter Terminal Unit), and substations geographically dispersed.
The core of the SCADA system is the MTU. This component
gathers information about the system operation and displays it
to SCADA operators. Further, the MTU is capable of sending
commands to substations to configure field devices in a remote
way. Substations comprise a RTU (Remote Terminal Unit),
which manages field devices such as sensors and actuators
that are responsible for telemetry of automated processes and
for the execution of commands sent by the MTU, and transmit
data to the MTU. Figure 1 shows a typical SCADA architecture
with the control center and its substations.
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Fig. 1. Typical SCADA architecture.

Due to the increasing number of interconnected devices,
sensors and actuators, and also the larger volume of infor-
mation exchanged between components, SCADA systems are
becoming more complex. In their majority, components of
the SCADA system communicate through protocols originally
developed for process automation, which have been ported to
operate over the TCP/IP stack [8], e.g., MODBUS TCP/IP [9],
DNP3 over TCP/IP [10] and Ethernet/IP [11]. Further, mod-
ern SCADA systems are connected directly or indirectly to
the Internet. Consequently, SCADA systems are susceptible
to threats such as malwares and cyber-attacks. Therefore, a
SCADA system must take into consideration aspects of system
security, like timeliness, availability, integrity of data and
components, and confidentiality [2]. Such systems require the
ability to flexibly manage and configure a growing number of

components and to monitor data flows across their communi-
cation networks, in order to prevent cyber-attacks, intrusions
or malware from compromising the system operation, since
the malfunctioning of the grid can result in major disasters.
Thus, we aim to investigate the use of network management
techniques in general, and SDN in particular, to assist in the
management of SCADA communication networks.

B. SDN and OpenFlow

Software-Defined Networking (SDN) is an emerging ar-
chitecture for managing, monitoring and controlling switching
devices and network traffic [4], [6]. SDN decouples the net-
work control and the forwarding planes. This can simplify
network management, offering to network programmers a
comprehensive view of the network and the ability to control
network devices from a centralized controller [12]. The SDN
architecture consists of the following components: (i) switches:
data forwarding devices that use a flow table to forward
packets; (ii) flow table: a table that contains a list of flow
entries and associated actions to be applied to the respective
flows; (iii) controller: software component that manipulates
and controls the flow tables of switches; and (iv) secure
channel: communication channel that connects each switch
to a controller and allows the controller to install flow rules.
Figure 2 illustrates the SDN architecture and its components.
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Fig. 2. SDN architecture.

To standardize the communication between the controller
and the switches, the OpenFlow protocol has been pro-
posed [13]. OpenFlow defines how applications running on
the controller can program the flow table of each network
switch. The communication between the controller device and
the switches is performed over a secure channel, enabling the
controller to manage and control all network switches, and to
send and receive control messages to and from the switches.

C. Discussion: Investigating the Benefits of SDN in SCADA

In this paper we advocate the use of SDN to assist in the
management of SCADA systems. SDN can enable more flex-
ible SCADA networks, since the addition of new policies and
services requires changing the controller only [5]. Arguably,
the use of SDN in SCADA will support more resilient systems,
as solutions to mitigate attacks and other threats can be more
easily implemented in the controller.



TABLE I. BENEFITS OF SDN-BASED SCADA SYSTEMS FOR FCAPS MANAGEMENT.

Property Description
Fault SDN enables the implementation of mechanisms for increasing the resilience of SCADA systems. The centralized view of the controller allows more efficient

fault detection, isolation of affected components, and remediation of abnormal operation in the SCADA network.
Configuration The OpenFlow protocol provides a standard API for the correct configuration of new devices added to the SCADA network and their communication protocols.

This can reduce the configuration overhead of these components.
Accounting The measurement capabilities of the controller provides the ability to collect metrics and statistics about the network traffic. This information can be used in

dimensioning the capacity of the SCADA network, to plan the growth of the power grid, or to detect abuses in resource usage.
Performance SDN can facilitate the use of QoS policies in SCADA systems, to perform load balancing between communication links and to optimize the operation of

system components.
Security The controller also permits the implementation of applications that can add more security to the SCADA system, e.g., in terms of detecting malicious activity or

protecting the information exchanged in the SCADA network. To illustrate this, Section III presents an anti-eavesdropping SDN-based application for SCADA.

SCADA systems can benefit from the characteristics of
SDN in several ways, such as:

• Flexibility: SDN enables more flexible systems [14],
in which applications and protocols can be modified
via a centralized controller. In SCADA systems, this
will permit easily adding new field devices or upgrad-
ing existing applications in the SCADA network.

• Centralized management: the centralized control
plane offers a global view of the network. Thus, an
SDN-based SCADA control center will be able to
manage not only field devices, but also monitor and
control the network that interconnects system devices.

• Standard API: the OpenFlow protocol provides a
standard API for controlling network switching de-
vices. In SCADA networks, this standardization will
permit a better integration of geographically dispersed
equipment from different vendors.

• Programmability: via the controller it is possible
to easily add new functionality to the network on
demand. In SCADA, this will allow creating a range
of customized services, e.g., to control the reading
frequency of field devices at a specific time of day.

Further, the characteristics of SDN can also enhance
FCAPS (fault, configuration, accounting, performance and
security) management in SCADA systems. Table I indicates
some of the possible benefits of SDN-based SCADA systems
for each FCAPS properties.

III. ANTI-EAVESDROPPING IN SDN-BASED SCADA

This section presents our multipath routing strategy for
SDN-based SCADA systems, and how it can be used to
improve privacy in these systems. Firstly we present a case
study scenario as a motivation for developing network appli-
cations that improve privacy in SCADA. Then we describe our
multipath routing strategy to SCADA networks, using SDN.

A. Case-Study Scenario

Consider a SCADA system responsible for controlling
the electrical grid of a particular region, where a central
control station monitors and manages multiple substations.
The network topology of this SCADA system contains re-
dundant communication routes, which allow, in case of a
communication link breakdown, the exchange of messages
between system components through an alternative path. In this
paper we assume that the communication network connecting
the SCADA components can be implemented using an SDN

network. All components of the SCADA system, control center
and substations, communicate through a high-speed wired
SDN network, using a legacy communication protocol. The
protocol adopted was ported to run over the TCP/IP stack
and does not provide a secure communication between system
devices, i.e., communication is not encrypted, which allows
a person without permission to eavesdrop the messages that
travel in the SCADA network.

Eavesdropping is a network layer attack that consists in the
interception of packets that travel over the network, with the
intention of collecting confidential information. Unencrypted
and weakly encrypted information exchange allow an indi-
vidual attacker to intercept data transmitted over the network
if he or she has access to the communication medium. In
other words, an eavesdropper can obtain passwords, view the
content of message exchanges and confidential information if
the eavesdropper can access the local network.

Master 
Station

......................................
.......................

......................................

Eavesdropper

Substation NSubstation 3Substation 2Substation 1

Switch 1

Fig. 3. Case study scenario.

SCADA systems, largely, use insecure and unencrypted
communication networks [15]. In this context, through the
placement of listening devices well positioned in the network,
an eavesdropper can easily, for example, capture instructions
forwarded from an MTU to sub-MTUs, RTUs, or even relevant
information from sensors and actuators in the system [16].
Moreover, an eavesdropper can also collect the end-devices IP
address and the access credentials of the SCADA system. If
the IP address of the SCADA server is known by an attacker,
it can be easily taken down or shutdown using a traditional
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Fig. 4. Sequence diagram of the multipath routing algorithm.

Denial of Service (DoS) attack [17]. Finally, with the access
credentials of a system, a person can control substations, and
steal corporate data and delete system files [17]. Figure 3 gives
an overview of the scenario presented in this case study.

B. SDN-Based Anti-Eavesdropping Approach

Most routing algorithms used nowadays allow commu-
nication between devices through a single path for a long
period of time [18]. In case a listening device is placed in
this path, a large number of messages may be intercepted.
This may facilitate message decryption if cryptography has
been used. Furthermore, some attacks perform traffic analysis
in communication patterns over encrypted connections, which
decrease the effectiveness of cryptography techniques [19].
A communication network can be more efficient and robust
if it has one or more extra paths for information flows,
thus increasing resilience, security, fault tolerance and load
balancing [20]. The technique of multipath routing was first
proposed in the 1970’s, and since then it has been used for
different purposes in different types of networks [21].

In this paper, we present an SDN-based mechanism that
can thwart eavesdropping attacks. Our mechanism uses the
facilities provided by SDN to aid SCADA networks in the de-
fense against unauthorized interception of flows by dispersing
traffic across multiple paths. Thus, each route transmits only a
portion of the packets exchanged during communication. The
SDN controller knows the switches a priori, but identifies the
end-hosts on demand. It also takes advantage of redundant
network connectivity, allowing a source device to use multiple
routes to communicate with a target device.

Considering the topology illustrated in Figure 3, and that
the master station starts a continuous communication flow
with a specific substation N, the proposed algorithm works
as follows (each step below is depicted in the diagram in
Figure 4). When the first data packet of a flow is received
by the first switch (switch 1, in Figure 3), the switch will
send a Packet-In message to the controller (step 1). If

the master station is not known to the OpenFlow controller,
information about this host (master station) will be stored,
including its IP address, MAC address and the port number of
the switch in which it is connected (step 2). Next, the algorithm
calculates the N shortest routes between the master station and
the specific substation, if these routes have not been calculated
yet (step 3). To calculate the N shortest routes, information
about the destination host is retrieved (step 4). Using the
information retrieved from the source and destination hosts,
Dijkstra’s algorithm [22] is used to calculate the N shortest
routes (step 5), in N stages. Considering N = 2, in the first
stage, Dijkstra’s algorithm identifies the shortest route between
the two network devices, and subsequently all link costs have
their weight increased by a tenfold factor. Immediately after, in
the second stage (and with the link costs increased), Dijkstra’s
algorithm is executed again to return the second shortest route.
Finally, also in the second stage, the link costs of the first route
are reestablished to the original values. As explained later, the
N shortest routes will be used to deliver a communication flow
using different paths and, for this reason, they are stored to be
used afterwards (step 6).

Our strategy also relies on the use of timers specified
by OpenFlow. Using the Hard TimeOut timer, which is
represented in seconds, we define two types of rules to realize
the multipath routing technique: dynamic rules and static rules.
On the one hand, dynamic rules are defined with a low value
for Hard TimeOut, allowing this kind of rule to expire
often. On the other hand, static rules do not expire over time,
thus they do not need to be reinstalled again on switches.
Therefore, after storing the N shortest routes between two
hosts, the algorithm will immediately install the static rules
on the switches that belong to the N paths (step 7), except
on the switches that splits the N shortest routes chosen for
communication (which were calculated above).

After installing the static rules, the algorithm retrieves
information about the N shortest routes (step 9). Route se-
lection is performed via an internal flag, which allows the



alternation between routes. For example, considering only two
paths (N = 2), if a flow is transmitted on the first route,
when the dynamic rules expire and are reinstalled, the flow
will be transmitted on the second route, and vice versa. To
achieve this, the algorithm must install dynamic rules only on
the switch that splits the N routes (step 10 – and switch 1 in
Figure 3). Dynamic rules expire according to the value of the
Hard TimeOut timer. For example, if the timer is set to 5
seconds, dynamic rules will expire and will be reinstalled every
5 seconds. Finally, with the information from the Packet-In
message, the algorithm generates a Packet-Out message
(step 11) and sends it to the switch that initiated the interaction
with the controller (step 12).

If the controller receives again a Packet-In message
indicating that the master station wants to restart the commu-
nication with the same substation, the controller will install
only dynamic rules on the switch that splits the N routes. In
this case, according to the diagram in Figure 4, after receiving
a Packet-In message (step 1), the algorithm will only select
the desired route (step 9) to install the dynamic rules on
the corresponding switch (step 10), generate a Packet-Out
message (step 11) and send it to the switch that requested
the interaction (step 12). The pseudocode for the multipath
routing strategy described above is illustrated in Algorithm 1.
As discussed in the next section, this mechanism is able to
prevent an eavesdropper from capturing entire communication
flows between the master station and specific substations.

Algorithm 1 SDN-Based Anti-Eavesdropper PseudoCode
1: procedure MULTIPATH(pktIn, switch)
2:
3: if (!isHostKnown(pktIn)) then
4: setHostInfo(pktIn)
5:
6: if (!isRoutesCalculated(pktIn)) then
7: dstHost ← getDstInfo(pktIn)
8: shortestRoutes ← calcRoutes(pktIn, dstHost)
9: setRoutes(shortestRoutes, pktIn)

10: setStaticRules(shortestRoutes)
11:
12: routeSelected ← getRouteSelected(pktIn)
13: setDynamicRule(routeSelected)
14: pktOut ← createPacketOut(pktIn)
15: sendPacketOut(pktOut, switch)
16:
17: return None

IV. PROTOTYPE AND EXPERIMENTAL RESULTS

In this section we outline the prototype implementation and
present the experimental setup, including the topology as well
as the description of each scenario used in the experiments.
Then, we analyze the performance of the proposed solution.

A. Prototype Overview

A prototype for the SDN-based anti-eavesdropping applica-
tion was built using the POX OpenFlow controller. Figure 5 de-
picts the components that comprise this application. These in-
clude: Packet-In Receiver: component responsible for
capturing Packet-In messages received by the OpenFlow

controller; Host Information Store: upon receiving a
Packet-In message, in case there is no information about a
given element in the network, this component stores relevant
information for that device; Route Generator: component
responsible for calculating the N shortest routes between two
devices in the network; Route Collector: component that
stores the routes calculated, and that selects a specific path
for communication; Static Rules Handler: component
that creates the static rules that will be installed in all switches
along the N shortest routes between two devices, except in the
switch that splits these paths; Dynamic Rule Handler:
component that defines the dynamic rules that will be installed
in the switch that splits the communication routes between two
devices; Packet-Out Sender: after completing the pro-
cess of route definition, this component sends a Packet-Out
message to the switch that sent the request to the controller.
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Fig. 5. Anti-eavesdropping application.

B. Experimental Setup

The scenarios used in the performance analysis of our
prototype consider a network topology based on studies of the
power grid in countries like USA [23] and Italy [24]. Our net-
work topology contains redundant communication paths, i.e.,
different paths that lead to the same destination. The network
topology consists of 10 switching devices and a number of
hosts, which are responsible for simulating the behavior of
SCADA system components. The topology was created using
Mininet [25]. Mininet is a network emulator that enables the
creation of virtual SDN/OpenFlow networks, including virtual
hosts, switches, controllers, and links. The switches in the
topology used in our experiments were numbered from 1 to
10. Furthermore, there is a master station directly connected
to switch 1 and one power substation directly connected to
each one of the nine remaining switch devices. Figure 6
illustrates the configuration of the network topology used in
our experiments.
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Fig. 6. Configuration of the network topology used in the experiments.

Our experiments consisted of all nine substations sending
data simultaneously to the master station in the SCADA
network. Each scenario runs for 600 seconds. The communi-
cation protocol chosen for message exchange was MODBUS
TCP/IP [9]. The substations forward data packets (512 bytes)
every 15 seconds, containing information from their respec-
tive sensors. This has been carefully chosen to simulate the
behavior of a SCADA network, where the substations send
periodic information to the master station. The speed of the
communication links was set to 10 Gb/s. The initial value of
all link costs was defined as 1, which is the default value.
Finally, we introduced traffic listeners on 5 communication
links that connect switch 1 (which is directly connected to the
master station) to switches 2, 3, 6, 7 and 8. These listening
devices simulate the behavior of an eavesdropper, and cover
all possibilities of communication with the master station.

Further, we defined five scenarios (A, B, C, D and E) to
evaluate the performance of our application. The first scenario
(A) has an OpenFlow controller with POX default behavior,
using the Spanning Tree algorithm [26] for unicast routing with
only one communication path between devices. The remaining
scenarios (B, C, D and E) use our multipath application, but
flows are defined with different values of Hard TimeOut
timer. This is used to determine how long a flow will follow a
particular route before the dynamic rules expire. The value of
Hard TimeOut in scenarios B, C, D and E is respectively
5, 10, 15 and 20 seconds. In these experiments, the scenarios
that use multipath routing were configured to operate with two
communication routes (N = 2).

C. Evaluation Results

Firstly, we analyzed the routes chosen by the multipath
strategy when two specific SCADA components communicate,
namely the substation connected to switch 10 and the master
station. Figure 7 presents the two best routes selected by the
application during the experiments. In scenarios B, C, D and
E, the first route selected was the one with the lowest cost,
containing only 3 hops, which is presented as First Route.
Further, in all scenarios, after increasing the cost of the links
used in the first route, the second route chosen had 4 hops,
presented as Second Route in Figure 7.

In order to observe the effects of choosing a given value

Master Station

Substation 10

Switch 1

Switch 8

Switch 3 Switch 5

Switch 
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Switch 2 Switch 4
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First Route Dynamic Rule Static RuleSecond Route

Fig. 7. Anti-eavesdropping communication between components.

for Hard TimeOut timer, and conduct a performance com-
parison between our solution and the default behavior of POX,
we defined a set of metrics. Initially, we consider the (i) total
number of flow rules installed at a given moment. We also
measure the (ii) percentage of packet loss and the (iii) amount
of Packet-in messages received by the controller in each
scenario. Further we present the (iv) traffic rate in the secure
channel. Furthermore, we analyzed the (v) amount of exposed
communication among each substation and the master station
in each scenario. The experiments for each scenario were
performed 30 times with a confidence level of 95%.

We compared the number of rules installed in switches at a
given time both using POX default behavior (scenario A) and
a scenario using the proposed multipath strategy (scenario C)1.
Figure 8 presents the number of rules necessary to accomplish
the communication between substation 10 and the master
station in scenarios A and C. Note that POX default solution
installs multiple rules simultaneously, reaching a peak of 36
rules after 20s). However, the multipath strategy maintains a
stable number of rules, ranging between 7 and 8 rules. This
is due to the lifetime of dynamic rules, which expire often.
By analyzing the controller default behavior we noticed that
it installs a rule for each type of flow between two devices,
e.g., one rule for ARP flows and another for TCP. This has
impacted considerably the number of rules in scenario A.

We also analyzed the TCP packet loss in each scenario,
which is depicted in Figure 9. The results indicate that the
default solution presented lower packet loss, on average 0,5%,
thus requiring fewer retransmissions. However, scenarios B,
C, D and E presented slightly higher packet loss, respectively
3.1%, 2.7%, 1.3% and 1.1%. Despite that, the measured
rate of retransmissions due to packet loss is still consid-
ered acceptable. We noticed that most packet retransmissions
for scenarios using our multipath application occurred after
switching between communication paths.

Further, we measured the amount of Packet-In mes-
sages received by the controller in each scenario. Compared
to the default behavior, the multipath strategy obtained better
results, sending less Packet-ins to the controller. These
results are presented in Figure 10, where 134 Packet-ins
were received by the controller in scenario A, 95 in scenario
B, 97 in scenario C, 94 in scenario D, and 95 in scenario
E. This indicates that the multipath application caused less

1Although we performed a similar analysis with the other multipath
scenarios, these are not shown here due to space constraints.
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processing overhead, compared to the default behavior of POX.
However, no significant variation was observed if we consider
the lifetime of dynamic rules.

Figure 11 depicts the amount of generated traffic in the se-
cure channel in each scenario. With the POX default behavior,
the communication rate between controller and switches was
higher, generating up to 138 kbps in the secure communication
channel. The scenarios using the multipath strategy, in general,
generated less traffic between switches and the controller. In
particular, the traffic generated in the secure communication
channel was 115 kbps in scenario B, 122 kbps in scenario C,
119 kbps in scenario D, and 119 kbps in scenario E.

In order to evaluate the ability of preventing an eaves-
dropper from capturing communication flows, we instantiated
listening devices in all five direct communication links to
switch 1, which is directly connected to the master station.
These listening devices aim to simulate the behavior of an
eavesdropper, who positioned himself in privileged points of
the SCADA network. We analyzed the amount of packets
that were intercepted for each existing communication flow.
The end result was similar for all scenarios that use the
multipath application. However, using POX default solution,
which relies on a single path to accomplish communication,
all the information exchanged between the substation and the
master station has been exposed. For example, in scenario
A it was possible to capture all the information exchanged
between substation 7 and the master station, by intercepting
the data packets that arrived through switch 7. Instead, using
the multipath strategy, an attacker positioned in the same point
in the network could intercept only 25% of packets exchanged
between substation 2 and the master station, and 75% of
packets exchanged between substation 7 and the master station.
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Fig. 10. Number of packets processed by the controller.
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Fig. 11. Traffic generated in the secure communication channel.

This is because more than one route is configured to send
TCP packets, however all TCP acks are received through one
path, i.e., the first shortest route. Table II details the amount
of exposed communication in each scenario.

TABLE II. AMOUNT OF COMMUNICATION EXPOSED AMONG
SUBSTATIONS AND THE MASTER STATION.

Communication POX default behavior
Link / Communication (Spanning Tree Multipath solution

Exposition Algorithm) and N = 2

Substation 2 = 75%
Switch 2 Substation 2 = 100% Substation 4 = 75%

to Substation 4 = 100% Substation 5 = 25%
Switch 1 Substation 6 = 25%

Substation 7 = 25%
Substation 9 = 25%
Substation 3 = 75%

Switch 3 Substation 3 = 100% Substation 4 = 25%
to Substation 5 = 100% Substation 5 = 75%

Switch 1 Substation 8 = 25%
Substation 10 = 25%

Switch 6 Substation 6 = 100% Substation 6 = 75%
to Substation 9 = 100% Substation 9 = 75%

Switch 1 Substation 10 = 100% Substation 10 = 75%
Switch 7 Substation 2 = 25%

to Substation 7 = 100% Substation 7 = 75%
Switch 1
Switch 8 Substation 3 = 25%

to Substation 8 = 100% Substation 8 = 75%
Switch 1

D. Discussion

With respect to performance, the proposed multipath ap-
plication generates a lower workload to the controller when
compared to the default behavior, which performs routing by
a single path. The packet loss of the multipath strategy can
be even lower by increasing the lifetime of dynamic rules.
However, increasing the lifetime of dynamic rules allows an
eavesdropper to intercept more communication.



Further, as discussed in the previous section, even if the
eavesdropper is well positioned in a specific point of the
network, it cannot intercept an entire communication between
two devices. As shown in Table II, if the routing is done
via two paths (N = 2), in the worst case, the eavesdropper
will intercept no more than 75% of a communication flow.
The maximum level of exposure can be minimized if the
topology has more redundant paths. The exposure level of a
communication which uses our scheme can be calculated as:
Exposure = (50 + 50/N)/100, where N is the number of
paths. For example, if we choose 5 paths for routing (N = 5),
the maximum level of exposure will be 60%.

V. RELATED WORK

In this section we present research efforts that are related to
our work. In Section V-A we review some work that use SDN
in Smart Grids. Section V-B presents studies that aim to ensure
grid connectivity with multipath routing. Finally, Section V-C
presents research efforts based on network traffic analysis in
SCADA systems.

A. SDN in Smart Grids

Research efforts investigating the use of SDN in Smart
Grid communication networks are still scarce. Cahn et al. [3]
discuss how SDN can alleviate some of the current problems
in Smart Grid communication networks. The authors present
the design and development of a new architecture for com-
munication with grid substations, allowing the network to be
auto-configurable, secure and reliable against possible system
misconfigurations, through the use of SDN. The SDN-based
architecture was called Software-Defined Energy Communica-
tion Network (SDECN), and a prototype was developed using
the Ryu OpenFlow controller and evaluated in a testbed with
real IEDs (Intelligent Electronic Devices). Further, Goodney et
al. [5] propose the use of SDN to control the communication
between devices responsible for measuring electrical waves
in the grid, known as PMUs (Phasor Measurement Units).
The authors developed an SDN-based network application to
facilitate the management of PMUs and provide support for
essential features, such as multicast and multi-rate.

B. Multipath Routing in Smart Grids

Differently from our proposal, which alternates the infor-
mation flow between multiple paths, Hong et al. [27] inves-
tigate how to transmit duplicate information using multiple
communication routes in Smart Grids. In particular, the authors
present two multipath routing algorithms, specifically devel-
oped for Smart Grids. These algorithms aim to solve the min-
max non-disrupting k-path computation problem (M2NKPCP),
in which two routing paths share switches and a possible
failure of a specific equipment can disable an entire commu-
nication flow. The algorithms calculate totally disjoint routes,
and they differ by the trade-off between running time and
quality of the output. Also, Vaidya et. al [28] focus on other
part within the Smart Grid, by using multipath routing more
specific in the AMI (Advanced Metering Infrastructure). AMI
is responsible for the automatic measurement, management
and analysis of energy consumption and distribution to end-
users. The study aims to mitigate the problems of security
mechanisms in routing protocols in wireless ad hoc networks,

through the adoption of multipath routing in wireless mesh
AMI networks.

C. Traffic Analysis in SCADA Systems

Barbosa et al. [29] investigate the main characteristics
of network traffic in SCADA systems. The study looks into
the similarity between SCADA traffic and SNMP traffic. The
authors analyze nine different datasets, of which six are SNMP
traces and three are SCADA traces. From the results, the
study concludes that SCADA traffic and SNMP traffic are
similar in the sense that devices generate information flows in a
periodical fashion. Further, Cheung et al. [30] propose an IDS
(Intrusion Detection System) based on behavioral models for
SCADA networks. This IDS creates models that represent the
expected network behavior of the devices that are connected to
a SCADA system. The authors point out that SCADA systems
have topologies that hardly change over time, and thus the
behavior of the devices maintains a pattern. This facilitates
the detection of possible attacks that may cause changes to
the expected network behavior. Finally, Barbosa [31] presents
an IDS that can detect data injection and DoS attacks. This
IDS explores the traffic periodicity in SCADA systems.

VI. CONCLUSION AND FUTURE WORK

Power grids are responsible for the transmission and dis-
tribution of electricity to end-users. However, over the recent
years, power grids are becoming more sophisticated, with
the aim of increasing their safety, reliability, economical and
energy efficiency, and reducing their environmental impact. To
assist in the modernization process of electric power grids,
we are investigating the use of SDN in SCADA systems. In
this context, SDN-based SCADA systems can facilitate the
design and development of Smart Grid network applications,
by making them more robust and flexible. Also, we presented a
concrete case-study of an SDN-based application for multipath
routing to increase the privacy of the information that is
carried over SCADA networks, and make it more difficult
for an eavesdropper to capture communication flows between
SCADA devices. The multipath routing mechanism is based
on the use of dynamic and static flow rules. We acknowledge
that the work presented in this paper has applicability beyond
the prevention of eavesdropping. Although we chose to limit
the scope of the paper to a single case study, other uses could
include load balancing and resilient routing.

Further, we performed an experimental evaluation to verify
the impact and performance of the mechanism in the SCADA
network. We found that dynamic rules with a shorter lifetime
make it more difficult for an eavesdropper to intercept the
communication, but a longer lifetime may be advantageous
for large-scale SCADA systems, because this reduces the
management overhead in the controller. As future work, in
order to avoid the min-max non-disrupting k-path computation
problem (M2NKPCP) [27], we intend to refine the algorithm
and permit the selection of completely disjoint routes.
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