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Abstract. Mobile networks are becoming increasingly prevalent, and
this has led to an increase in the bandwidth available over wireless links
in IMT-2000. Both non-real-time forms of communication, such as e-
mail and web browsing, and real-time forms of communication, such
as audio and video applications, are well suited to wireless networks.
However, wireless networks are subject to relatively long transmission
delays because of the need to recover lost packets caused by high bit error
rates. This degrades the quality of real-time communications. Therefore,
in the present paper, we propose a receiver-based flow control mechanism
employing an interlayer collaboration concept to improve the quality of
real-time communications without adversely affecting the performance
of non-real-time communications on IMT-2000 networks. In addition,
simulations are performed in order to evaluate the performance of the
proposed mechanism and demonstrate its effectiveness.

1 Introduction

With the growth of both wireless networks and the Internet, wireless networks
are becoming increasingly attractive as an option for data transmission services
such as e-mail and web browsing. A next-generation mobile system, Interna-
tional Mobile Telecommunications-2000 (IMT-2000) [1], has been standardized
by the International Telecommunication Union (ITU) in order to provide faster
data transmission service as well as worldwide roaming capability. Wideband-
Code Division Multiple Access (W-CDMA) technology, prescribed by the 3rd
Generation Partnership Project (3GPP) [2] for wireless networks, is one of the
technologies employed by the IMT-2000 system. The current mobile system pro-
vides a transmission rate of 9.6 Kb/s, whereas the W-CDMA system can provide
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a maximum of 384 Kb/s outdoors. In addition, the W-CDMA system uses robust
error recovery technologies to minimize degradation due to bit errors in wireless
channels.

In such W-CDMA networks, Koga et al. investigated how the performance
of TCP [3], the transport protocol primarily used for non-real-time communi-
cations, is affected by packet losses caused by transmission errors and the ARQ
mechanism of Layer 2 and proposed a TCP flow control mechanism to improve
TCP performance [4, 5]. The proposed mechanism is a receiver-based flow con-
trol mechanism that uses information on wireless link conditions provided by an
interlayer collaboration concept on a mobile station. This mechanism focuses on
TCP performance, in particular, the prevention of throughput degradation due
to wireless link conditions, and the stability of the throughput performance.

Furthermore, by increasing the available bandwidth over wireless networks,
both real-time communications, such as audio and video applications, and non-
real-time communications become well suited to wireless networks. The coexis-
tence of different types of communication over wireless networks is problematic.
In non-real-time communications, importance is attached to efficiency and reli-
ability of data transmission. TCP senders therefore execute flow control so as to
use as much of the available bandwidth as possible and to retransmit lost pack-
ets [6]. In contrast, real-time communications are more tolerant of packet losses
than non-real-time communications but are greatly affected by transmission de-
lays and jitter, i.e., fluctuations in the interarrival times of packets. Therefore,
real-time communications generate Constant Bit Rate (CBR) traffic transmitted
by UDP datagrams, which do not retransmit lost packets.

Several studies have examined the effect of TCP traffic sharing a link with
UDP traffic in wired networks. For example, TCP traffic is known to adversely af-
fect the performance of UDP traffic [7]. Thus, various mechanisms, such as Class
Based Queuing (CBQ) [8] and Random Early Drop with In & Out (RIO) [9], and
Resource ReSerVation Protocol (RSVP) [10] have been proposed in order to pro-
vide Quality of Service (QoS) assurance for real-time communications. In wireless
networks, QoS assurance over wireless networks as well as wired networks must
be provided because the available bandwidth of these networks is very different.
Although QoS mechanisms in wireless networks have been investigated [11–13],
very few reports have examined QoS mechanisms for the IMT-2000 system.

In order to provide QoS assurance, particularly in wireless access networks,
in which the available bandwidth is generally less stable than in wired networks,
the concept of the interlayer collaboration, as discussed in [14,15], appears very
useful. The interlayer collaboration concept allows an end host, i.e., a mobile
station, to control its flow in an intelligent manner without any support by the
network. In the present paper, we propose a receiver-based flow control mech-
anism employing an interlayer collaboration concept to improve the quality of
real-time communications without adversely affecting the performance of non-
real-time communications. The basic concept of this mechanism is to limit the
bandwidth available for TCP by setting aside adequate bandwidth for UDP
traffic. The information needed for managing the available bandwidth can be



obtained from applications and from the data link layer through an interlayer
collaboration concept. Moreover, except for a slight modification to the mobile
station, this mechanism does not require any special support at intermediate
nodes, including the base station. In addition, modification of the correspond-
ing host is not necessary. Therefore, developing and deploying this mechanism
appears very useful.

In the present study, we perform simulations focusing on the characteristics of
loss probability and transmission delay time for UDP traffic and the throughput
performance for TCP traffic in order to evaluate the effectiveness of the proposed
mechanism. We demonstrate that the proposed mechanism achieves performance
that is equivalent to the use of priority scheduling at the base station.

2 Quality of real-time communications in wireless
networks

The IMT-2000 system executes retransmissions on Layer 2 in order to minimize
degradation due to bit errors. This affects the quality of communications over
wireless links. In this section, we describe the W-CDMA system, which is one
of the systems employed by the IMT-2000 system, and the major metrics that
affect the quality of real-time communications examined herein.

2.1 W-CDMA

In the W-CDMA environment, the Radio Link Control (RLC) protocol [16] is
standardized by 3GPP as a Layer 2 protocol. The RLC protocol divides a Service
Data Unit (SDU), corresponding to an IP datagram, received from the upper
layer into several Protocol Data Units (PDUs) of fixed size and transmits them.
The RLC protocol employs Selective-Repeat ARQ for recovering lost PDUs.
If ARQ is performed repeatedly, the delay becomes infinite. Therefore, SDU
discard schemes are defined in order to prevent the delay required for recovering
an SDU from reaching infinity. The defined schemes are timer-based discard and
number-of-retransmissions-based discard [16], the latter of which is used in the
present research [17, 18].

In addition, 3GPP specifies a method for preserving the order of packet
delivery [19]. We use the scheme whereby some Layer 2 PDUs are kept waiting
in Layer 2 of the mobile station until a timeout timer expires. In the present
research, an IP datagram is sent to the upper layer if all of the preceding PDUs
that were transmitted arrive at the mobile station within the Waiting Timeout
(WT ) period [5].

2.2 Metrics affecting the quality of real-time communications

The major metrics that affect the quality of real-time communications, particu-
larly voice communications, are the Signal/Noise (S/N) ratio, the transmission



delay time, and packet losses. The S/N ratio is determined based on the proper-
ties of the codec used for communication, whereas the transmission delay time
and packet losses are due primarily to network conditions. Voice communication
is interactive and requires a short one-way transmission time between speaker
and listener. The Telecommunication Standardization sector of ITU (ITU-T)
states in G.114 that a one-way transmission time of less than 150 ms is accept-
able for most user applications and that a one-way transmission time of less than
400 ms is acceptable for delay-tolerant applications [20]. For Internet communi-
cations, a receiver provides a jitter buffer to ensure smooth play. Packets that
suffer a transmission delay time that is so large that the buffer cannot remove
the effects of jitter will be treated as lost packets. When the loss probability
for packets is less than 10% in networks with short transmission delays, such as
wired networks, the quality of communications is good, although it is necessary
to lower the loss probability as transmission delay time increases [21].

3 Proposed mechanisms

In wireless networks, retransmission on Layer 2 is performed in order to minimize
degradation due to bit errors. This results in a larger transmission delay than
that in wired networks, which in turn increases the number of packets treated
as lost due to late arrival. Therefore, in order to improve the quality of real-
time communications in wireless networks, the transmission delay time must be
decreased. In this section, we propose a mechanism by which to improve the qual-
ity of real-time communications. In Sect. 3.1, we describe a priority scheduling
mechanism, which is commonly used to provide QoS assurance. This mechanism
is used in the present study for performance comparison. In Sect. 3.2, we propose
a receiver-based flow control mechanism with an interlayer collaboration concept
using application layer information and link layer information.

3.1 Priority scheduling mechanism in Layer 2

One method by which to provide good quality of service is to forward real-time
communications packets with higher priority, compared to non-real-time com-
munications packets, at intermediate routers. A static-priority scheduling mech-
anism [22] has been proposed as a packet scheduling method for such require-
ments. In the present study, we use the static-priority scheduling mechanism in
Layer 2 of the base station, which is used for performance comparison, although
such mechanisms are generally used in Layer 3. This is because received SDUs
corresponding to the IP datagram are divided into several PDUs of Layer 2 at the
base station and retransmissions on Layer 2 are executed in W-CDMA networks,
so that even SDUs having priority are not necessarily processed preferentially,
even if static-priority scheduling is performed in Layer 3.

This mechanism distinguishes the flow of received packets and gives priority
to UDP traffic. When an SDU is divided into several PDUs, the PDUs are stored
in a high-priority buffer if the received packet is a UDP packet. TCP packets,



Table 1. Packet classification for each buffer in the priority scheduling

Priority Packet type

1st Retransmission for UDP
2nd Transmission for UDP
3rd Retransmission for TCP
4th Transmission for TCP

however, are stored in a low-priority buffer. Thus, the PDUs for TCP traffic can
be transmitted only when the buffer for UDP traffic is empty. The mobile station
also has two buffers with different priorities and maintains the sequence integrity
of packet delivery for each type of traffic. In addition, each buffer on the base
station contains a transmission buffer with a low propriety and a retransmission
buffer with a high priority. The former stores newly received PDUs, and the
latter stores the PDUs that should be retransmitted due to transmission errors.
That is, the base station has four buffers and the mobile station has two buffers.
Table 1 summarizes the priority for each type of traffic.

3.2 Receiver-based flow control mechanism employing an interlayer
collaboration concept on the mobile station

In this section, we describe the receiver-based flow control mechanism employing
an interlayer collaboration concept on the mobile station. In this mechanism, the
TCP receiver on the mobile station informs the sender of the bandwidth that
is currently available by sending ACK with the advertised window size (awnd),
rather than the usual available capacity of its buffer. Note that the awnd based
on buffer capacity is used when it is smaller than the awnd calculated from the
available bandwidth. Consequently, the TCP sender can maintain a transmission
rate that is the minimum value of the congestion window size (cwnd) and an
awnd within the limited available bandwidth. Therefore, this mechanism limits
the bandwidth available for TCP in order to leave adequate bandwidth for UDP
traffic. This mechanism can reduce loss probability and transmission delay time
for UDP packets, even if each type of traffic is transmitted through different
paths in the networks.

The awnd value can be calculated based on the capacity of the wireless link
and the bandwidth currently used by UDP traffic. The capacity of the wireless
link, i.e., the bandwidth-delay product of the wireless link, is obtained from Layer
2 on the mobile station through the interlayer collaboration concept, whereas
the bandwidth currently used by UDP traffic is obtained from Layer 7 at the
mobile station. On Layer 2, the retransmission of the lost PDUs is executed
due to bit errors, so that the delay over the wireless link is equal to the worst
time T required to transmit one TCP packet to the mobile station and can be
expressed as (1) under the conditions that the transmission delay time of the
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Fig. 1. Simulation model

ACK (NACK) on Layer 2 is ignored.

T =
(

TCP packet size
available bandwidth

+ 2 × propagation delay
)

× the number of retransmissions. (1)

available bandwidth = link bandwidth obtained from Layer 2
− UDP rate obtained from Layer 7. (2)

Using this T , the ideal awnd can be obtained by

awnd =
available bandwidth × T

TCP packet size
. (3)

The priority scheduling mechanism mentioned in the previous subsection
must be implemented on both the base station and the mobile station, which
increases processing costs as the number of flows processed at the base station
increases. In addition, the type of flow, i.e., TCP or UDP, in Layer 2 must be
distinguished. On the other hand, except for a slight modification to the mobile
station, the receiver-based flow control employing an interlayer collaboration
concept proposed herein does not require any special support at the intermediate
nodes, including the base station, and acts to increase the number of flows.
In addition, the proposed mechanism does not require any modification to the
corresponding host. Therefore, the proposed mechanism is more effective with
respect to development and deployment.

4 Simulation model

For the simulation of the present study, we consider a network model in which
both real-time communications and non-real-time communications with different
transmitting paths on wired links share an IMT-2000 link and focus our exami-
nation on the performance of QoS mechanisms. In this section, we describe the



simulation model used in the present study. We used the VINT Network Sim-
ulator NS Version 2 [23] to which we added modules for Layer 2 ARQ schemes
over wireless links.

In our simulation, real-time communications generating CBR traffic that
is transmitted by UDP, e.g., audio and video streaming, share a wireless link
with non-real-time communications generating TCP traffic, e.g., file transfer, as
shown in Fig. 1. In the W-CDMA system, a dedicated channel is usually used for
data transmission. Therefore, we use a simple model that focuses on one Mobile
Station (MS) as a receiver. Each source transmits packets from wired links to
wireless links. Both wired links have a bandwidth of 1.5 Mb/s and a propagation
delay of 50 ms. The wireless link has a constant bandwidth of 384 Kb/s without
interference and a link delay of 30 ms, including a propagation delay of 5 ms and
processing delays of 25 ms in the Base Station (BS) and MS, so as to simplify
the simulation model. The BS includes a Radio Network Controller (RNC). We
assume that the wireless link is suffering from a burst error caused by Rayleigh
fading [24]. More specifically, users are walking with an MS, which results in a
two-path fading channel with a Doppler frequency of 5 Hz. The physical layer
encodes Layer 2 PDUs in a Transmission Time Interval (TTI), during which bit
errors occur. When the wireless link has the bandwidth of 384 Kb/s, the TTI is
20 ms and the transport block size is 7680 bits, according to the specification.
The average error rate considered here is realistically 5.9% for the Frame Error
Rate (FER) on Layer 2 with FEC, corresponding to a Bit Error Rate (BER)
of 10−5. We also assume that the ACK and Negative ACK (NACK) are error-
free because they are much smaller than the data frame and their error rates
approach zero. The BS stores PDUs in the buffer, while being managed on an
SDU basis; i.e., an SDU cannot be partly stored in the buffer. In the following,
the buffer will be 50 SDUs in length. The MS keeps some PDUs waiting for WT
in order to preserve the sequence integrity of packet delivery, and the WT ranges
from 0 to 500 ms.

In this simulation, we consider that TCP traffic is used for greedy file trans-
fers, which continuously transmit infinity data from the sender. The TCP vari-
ant employed here is NewReno [25], which is used primarily by computers linked
by the Internet. The TCP packet size is set to 1500 bytes, including the IP
header [5]. The UDP packet size is set to 260 bytes, including the IP header, and
its rates are set to 32, 64, and 128 Kb/s. The Layer 2 PDU size is set to 42 bytes;
the header is 2 bytes and the payload is 40 bytes. In Layer 2, Selective-Repeat
ARQ is employed, where the maximum number of allowable retransmissions is
set to five for TCP traffic in order to achieve a large throughput [5] and ranges
from zero to five for UDP traffic.

The simulation experiments are performed for 60 seconds, and the loss prob-
ability for UDP traffic and the average throughput performance of TCP traffic
are discussed below. Two types of packet losses can occur in UDP traffic: (1)
packets can actually be lost, i.e., a buffer overflow occurs in the BS and the
Layer 2 ARQ cannot recover the lost PDUs, and (2) packet losses can occur in
MS applications, i.e., packet delivery occurs out-of-order and the transmission



Table 2. Loss probability of UDP and average throughput of TCP with optimum
parameters for TCP

UDP rate Loss probability of UDP [%] TCP throughput
[Kb/s] Transport Application Total [Kb/s]

32 0.35 93.22 93.57 293.29

64 0.37 91.72 92.09 258.98

128 1.32 87.16 88.48 194.75
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Fig. 2. Effect of WT : no QoS mechanisms

delay time exceeds 300 ms. These losses are referred to as transport layer loss
and application layer loss, respectively.

5 Simulation results

In this section, we show the loss probability for UDP packets and the through-
put performance of TCP in wireless networks based on our simulation results.
We first examine the characteristics of current networks that do not provide
QoS assurance for UDP traffic. Then, we show the characteristics when the pri-
ority scheduling mechanism and the receiver-based flow control mechanism are
employed to improve the loss probability for UDP packets. In addition, we in-
vestigate the optimum values of tunable parameters, including the maximum
number of allowable retransmissions in Layer 2 ARQ and WT .

5.1 Case without QoS mechanisms

Before investigating the characteristics for the case in which the QoS mechanisms
are employed, we present the results for the case without QoS mechanisms for
later comparison. First, we estimate the loss probability for UDP packets when
the tunable parameters are set to the optimum values for TCP traffic reported
in previous studies [4,5]. In order to improve TCP throughput performance, the
maximum number of allowable retransmissions in Layer 2 ARQ should be set to
high values and the WT should be high enough to preserve sequence integrity,
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even when a large number of retransmissions occurs over a wireless link. Table
2 shows the loss probability for UDP packets and the average throughput of
TCP when the maximum number of allowable retransmissions in Layer 2 ARQ
is set to five and WT is set to 500 ms. The table shows the two types of loss
probabilities for UDP packets, transport layer loss and application layer loss. All
packets of each type of traffic are stored in a single buffer. As Table 2 shows, the
loss probability for UDP packets is very high, particularly for application layer
loss. This is due to the fact that the transmission delay time very often exceeds
300 ms. Therefore, the transmission delay time should be reduced in order to
improve the quality of real-time communications.

Next, we investigate the optimum parameters for decreasing the loss proba-
bility for UDP packets. The loss probabilities for UDP packets for the range of
WT from 0 to 500 ms are shown in Fig. 2. The buffer size is set at 10 packets
that is optimum value in this scenario. As shown in the figure, the loss proba-
bility for UDP is minimal when WT is set to approximately 60 ms. A WT of
less than 60 ms is not sufficient for maintaining the sequence integrity of UDP
packets, so that out-of-order packet delivery causes a large loss probability. On
the other hand, a WT of greater than 60 ms can increase the transmission delay
time, while maintaining the sequence integrity with higher probability, even if
out-of-order delivery occurs in Layer 2. Therefore, a WT of approximately 60
ms minimizes the loss probability as a result of a tradeoff relationship between
the transmission delay time and the out-of-order packet delivery when the UDP
rate is 64 or 128 Kb/s. In addition, we found that the WT does not affect loss
probability when the UDP rate is 32 Kb/s. The reason for this is discussed later
in this section.

Finally, Fig. 3 shows the loss probabilities for UDP packets for the maximum
number of allowable retransmissions for UDP traffic in Layer 2 ARQ ranging
from zero to five. The maximum number of allowable retransmissions for TCP
traffic is five and WT is set to 60 ms. As shown in Fig. 3, Layer 2 ARQ can
improve the loss probability for UDP packets.

The above results indicate that the optimum parameters for UDP are a max-
imum number of allowable retransmissions of one and a WT of 60 ms. Table 3



Table 3. Loss probability of UDP and average throughput of TCP with optimum
parameters for UDP

UDP rate Loss probability of UDP [%] TCP throughput
[Kb/s] Transport Application Total [Kb/s]

32 3.14 14.72 17.86 277.53

64 3.49 3.24 6.73 241.89

128 5.38 0.36 5.74 185.18
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Fig. 4. Effect of WT : priority scheduling mechanism

summarizes the loss probability of UDP packets and the average throughput of
TCP when the parameters are set to these optimum values. Comparison of Ta-
bles 2 and 3 reveals that setting parameters to optimum values for UDP traffic
greatly reduces application layer losses. However, high-quality real-time commu-
nications are not yet achieved because of a large loss probability. In addition,
TCP throughput performance is degraded and the loss probability for UDP
increases as the UDP rate decreases because a lower UDP rate results in an in-
crease in the number of TCP packets occupying the BS buffer. Consequently, the
queuing delay for UDP packets increases, with the result that the transmission
delay time exceeds 300 ms and application layer losses occur, particularly when
the UDP rate is 32 Kb/s.

5.2 Case employing a priority scheduling mechanism in Layer 2

In this section, we employ a priority mechanism in Layer 2 in order to decrease
the transmission delay time of UDP traffic. As described in Sect. 3.1, the BS has
four buffers, and the MS has two buffers with different priorities and maintains
the sequence integrity of packet delivery for each type of traffic in Layer 2. The
sizes of the Layer 2 buffer and the WT for each type of traffic are assumed to
be the same.

Figure 4 shows the loss probabilities for UDP packets for WT ranging from
0 to 500 ms. The maximum number of allowable retransmissions in Layer 2
ARQ is set to five. This is the optimum value for TCP traffic. As the figure
shows, the loss probability is greatly reduced when the WT is 150 ms, which
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Table 4. Loss probability of UDP and average throughput of TCP with priority
scheduling mechanism

UDP rate Loss probability of UDP [%] TCP throughput
[Kb/s] Transport Application Total [Kb/s]

32 0.10 0.00 0.10 294.13

64 0.07 0.14 0.21 261.86

128 0.05 0.18 0.23 196.55

is a result of a tradeoff relationship between the transmission delay time and
the out-of-order packet delivery, as mentioned in the previous subsection. In
this case, WT is larger than that for a case without QoS mechanisms because
the transmission delay time of high-priority UDP traffic when using a priority
scheduling mechanism becomes smaller, and this allows the WT to be larger in
order to maintain the sequence integrity of packet delivery. Next, Fig. 5 shows
the loss probability for UDP packets for a WT of 150 ms and the maximum
number of allowable retransmissions in Layer 2 ARQ ranging from zero to five.
The figure shows that setting the maximum number of allowable retransmissions
to two minimizes the loss probability.

The above results suggest that the optimum parameters for the UDP are a
maximum of two allowable retransmissions and a WT of 150 ms. Table 4 sum-
marizes the loss probabilities for UDP packets and the average TCP through-
put for the optimum parameters. Using this priority scheduling mechanism in
Layer 2 drastically improves the loss probability for UDP packets, providing
QoS assurance for real-time communications. Furthermore, TCP throughput is
satisfactory.

5.3 Case employing a receiver-based flow control mechanism

The priority scheduling mechanism must be implemented in both the BS and
the MS, as mentioned above. Since this is highly complex, we employ a receiver-
based flow control mechanism using an interlayer collaboration concept, which
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does not require any special support in the intermediate nodes including the
BS, except for a slight modification to the MS, as an alternative mechanism in
this section. In this mechanism, instead of the usual available capacity of its
buffer, the TCP receiver at the MS informs the sender of the currently available
bandwidth by sending ACK with an awnd value, in order to limit the bandwidth
available for TCP traffic so as to leave adequate bandwidth for UDP traffic, as
described in Sect. 3.2. The awnd value can be calculated by (3). When UDP
rates are 32, 64, and 128 Kb/s, the available bandwidths are 352, 320, and 256
Kb/s, respectively, as can be calculated using the information of the UDP rate
obtained from Layer 7 and the bandwidth of the wireless link obtained from
Layer 2. In addition, two retransmissions are actually executed in most of the
simulation cases because of the assumption in the present study that the FER is
5.9%. Note that the number of retransmissions is obtained from Layer 2 at the
MS. Thus, the ideal awnd values become 5.52, 5.20, and 4.56 packets for UDP
rates of 32, 64, and 128 Kb/s, respectively.

Figure 6 shows the loss probability for UDP packets when the awnd is set
to five packets for 32 Kb/s and 64 Kb/s and four packets for 128 Kb/s, for WT
ranging from 0 to 500 ms. The maximum number of retransmissions allowed
in Layer 2 ARQ is five. From this figure, we can see that the loss probability
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is reduced when the WT is approximately 90 ms, which is the tradeoff point
mentioned above. Figure 7 shows the loss probability for UDP packets when WT
is set to 90 ms and the maximum number of retransmissions allowed in Layer 2
ranges from zero to five. As this figure shows, the loss probability of UDP traffic
reaches a minimum when the maximum number of allowable retransmissions is
larger than one.

Finally, we verify that the calculated awnd value agrees with the measured
value. The loss probability for UDP packets and the average throughput of TCP
for awnd ranging from 2 to 14 packets are shown in Figs. 8 (a) and (b), respec-
tively. As these figures show, if we consider both loss probability and throughput
performance, the optimum awnd values are six packets for 32 Kb/s, five packets
for 64 Kb/s, and four packets for 128 Kb/s, which are approximately equal to
the calculated values.

The above results indicate that the optimum parameters for UDP are a max-
imum of two retransmissions allowed, a WT of 90 ms, and awnd values of six,
five, and four packets for UDP rates of 32, 64, and 128 Kb/s, respectively. Table 5
summarizes the loss probability for UDP packets and the average TCP through-
put when the parameters are set to these optimum values. These mechanisms



Table 5. Loss probability of UDP and average throughput of TCP with receiver-based
flow control mechanism

UDP rate Loss probability of UDP [%] TCP throughput
[Kb/s] Transport Application Total [Kb/s]

32 0.02 0.54 0.56 273.98

64 0.07 0.29 0.36 238.74

128 0.11 0.38 0.49 190.29

reduce the loss probability, providing QoS assurance for real-time communica-
tions, and maintaining good TCP throughput performance.

6 Conclusions

In the present study, we have investigated how the quality of real-time commu-
nications is affected by non-real-time communications and have determined op-
timum parameters by which to improve the quality of real-time communications
in W-CDMA networks. Through simulations, we found that the loss probability
is too large to ensure high-quality real-time communications, even if the param-
eters associated with W-CDMA systems are set to optimum values for UDP
traffic. Therefore, we proposed a receiver-based flow control mechanism employ-
ing an interlayer collaboration concept for improving the quality of real-time
communications over IMT-2000 wireless networks. In addition, we introduced
a priority scheduling mechanism in Layer 2 for comparing the performance of
QoS mechanisms. The receiver-based flow control mechanism does not require
any special support in the intermediate nodes, including the base station, except
for a slight modification to the mobile station. The priority scheduling mecha-
nism, however, must be implemented in both the base station and the mobile
station, which increases the processing costs as the number of flows processed at
the base station increases. Our simulations indicate that the receiver-based flow
control mechanism can achieve comparable improvement in loss probability to
that obtained by using a priority scheduling mechanism in Layer 2 of the base
station; i.e., the receiver-based flow control mechanism can improve the qual-
ity of real-time communications. In addition, the mechanism does not adversely
affect TCP throughput performance. Therefore, the receiver-based flow control
mechanism employing an interlayer collaboration concept is effective in wireless
networks.
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