
A Split Connetion TCP Proxy in LTE networksViktor Farkas, Balázs Héder, and Szabols NovázkiNokia Siemens Networks{viktor.farkas,balazs.heder,szabols.novazki}�nsn.omAbstrat. High quality and ubiquitous Internet aess is a key featureof today's mobile systems suh as LTE. While LTE an provide om-petitive peak data rates and a relatively low lateny, there is still roomfor solutions improving end-users' Quality-of-Experiene by optimizingservies running over the LTE infrastruture. Being the most widespreadtransport protool, TCP is in the main fous of suh researh projets.A widely reommended solution for TCP performane improvement isthe split onnetion TCP proxy that divides the end-to-end TCP onne-tion into two independent onnetions, that results inreased throughputand faster error reovery. This paper investigates the performane of asplit onnetion TCP proxy deployed in LTE's SAE-GW. Numerial re-sults show signi�ant performane improvement of �le downloading, webbrowsing and video steaming appliations in ase of not ongested trans-port networks.Keywords: LTE, PEP, TCP proxy, split TCP1 IntrodutionLatest advanes in ellular mobile tehnology enables users to aess most oftheir favorite servies and appliations with ompetitive quality ompared to�xed aess alternatives. Long Term Evolution (LTE) is the latest 3GPP stan-dard, o�ering high peek data rates and low lateny, urrently under deploymentby many ellular network operators. The enhaned system apaity enables LTEsystems to be a valid alternative of �xed Internet aess with the added value ofmobility. However, high data rate and low lateny provided by LTE infrastru-ture are rarely enough to gain end-user satisfation without higher layer serviesbeing able to adapt to the environment and utilize resoures in an optimal way.Transmission Control Protool (TCP) [6℄ is used by various Internet serviesthat require reliable end-to-end data transport for ontent delivery. Sine TCP isthe dominant transport protool of Internet based appliations, its performaneplays a ritial role in the user experiene. Reliable and e�ient data transferrequires that TCP is able to dynamially adapt its rate to the available resouresand that it is apable to detet data loss in order to retransmit the missing data.The rate adaptation is handled by TCP's ongestion ontrol (CC) algorithm. Themain assumption of the TCP CC algorithm � that data loss is due to ongestionand not to bit errors � is valid in ase of wired systems; however, limitations



2 A Split Connetion TCP Proxy in LTE networksintrodued by the radio interfae (large round-trip time (RTT), �utuation ofthe RTT, and transmission errors due to the imperfetions of the wireless link)make TCP non-optimal for transferring data over mobile networks [28℄.The performane improvement of the TCP protool over wireless links hasbeen a subjet of intensive researh in reent years. Proposals an be groupedinto two ategories: end-to-end and network supported solutions. End-to-end so-lutions require hanges in the lient and server TCP implementations, whereasnetwork supported solutions require extra funtionality at the underlying net-work. Important examples of end-to-end solutions are TCP Eifel [16℄ and TCPWestwood [17℄. The network supported solutions are ommonly referred as Per-formane Enhaning Proxies (PEP) [5℄. The most prominent implementation ofthe PEP onept is the split onnetion TCP proxy, whih divides traversingTCP onnetions into two independent onnetions, while being transparent tothe end-points. The TCP proxy an improve end-to-end performane of a TCPonnetion is two ways. On one hand a proxy an separate the transmissionpath along network boundaries with signi�antly di�erent harateristis andquarantine transmission problems in the a�eted loop. A proxy deployed at theboundary of the wired and wireless part of a network an isolate the impats ofthe air interfae problems (i.e., TCP ongestion ontrol problems) from the restof the system and handle these loally.This paper evaluates the e�ieny of the split onnetion TCP proxy oneptin LTE systems with proxy deployed in the System Arhiteture Evolution Gate-way (SAE-GW). The performane is evaluated in the ontext of three mobileappliations, namely FTP based �le transfer, web browsing and streaming video,in terms of end-to-end throughput, mean download time and user satisfation,respetively. Numerial results are provided based on simulations.The rest of the paper is organized as follows. In Setion 2, an overview of therelated work is presented, whih is followed by an introdution of the split TCPproxy arhiteture in the LTE environment, along with the disussion of thepossible deployment options in Setion 3. The simulation model and the resultsof the simulations are disussed in Setion 4. Finally, the paper is onluded inSetion 5.2 Related WorkThe onept and pratial bene�ts of PEPs was in main fous of several researhprojets during the last deade. Many researh papers investigate the split on-netion TCP proxy onept applied in ase of satellite links that have high RTT[8℄, ad-ho networks with high bit error rate links [18℄, as well as in ase of trans-port infrastrutures for reliable overlay multiast networks [15℄. Lately severalstudies investigate the potential bene�ts of using the split TCP onept in wire-less [27,13,22℄ and in partiular in ellular networks [14℄. The authors in [19℄ givea omprehensive overview of split onnetion TCP proxies in Wideband CodeDivision Multiple Aess networks and show that this solution an signi�antlyimprove the throughput of �le downloads, while in [21℄ the performane (e.g.,



A Split Connetion TCP Proxy in LTE networks 3throughput, page download time) of Hypertext Transfer Protool (HTTP) proxyand TCP proxy solutions is ompared. In [7℄ a TCP proxy with �ow aggregationapability is investigated applied in order to enhane the user experiene in aseof General Paket Radio Servie data alls. A radio network feedbak ontrolledTCP proxy is studied in [20℄ that has as sope to improve the end-to-end TCPperformane in a 3G network. The radio quality feedbak (e.g., radio bandwidthhanges, queue length in the Radio Network Controller) is used to adapt theTCP window size in the proxy. A similar onept is studied in [25℄ in orderto mitigate the e�ets of bandwidth osillation in High-Speed Downlink PaketAess networks, while in [26℄ the same onept is empowered by an analytialmodel and further simulation results.3 TCP Proxy in LTE Networks3.1 LTE OverviewThe LTE system is strutured into four high level domains (as depited in Figure1): User Equipment (UE), Evolved UMTS Radio Aess Network (E-UTRAN),Evolved Paket Core (EPC), and the Servies domain [12℄. The UE, E-UTRANand EPC form the Internet Protool (IP) Connetivity Layer, with the mainfuntion to provide IP based onnetivity. E-UTRAN onsists of the evolvedNode Bs (eNBs). The EPC onsists of the Mobility Management Entity (MME),whih is the ontrol plane funtional element, and the SAE-GW (onsisting ofthe Serving-GW and Paket-GW), whih is the user plane gateway to the E-UTRAN. The Servies domain onsists of subsystems that provide the variousoperator servies or grants aess to the external servies suh as those availableon the Internet. The UEs are onneted to the eNBs via the air (Uu) interfae.eNBs are onneted to the SAE-GW via the S1-U and to the MME via the S1-Cinterfae. The MME and the SAE gateway ommuniate with eah other viathe S11 interfae. User tra� is arried via the S1-U interfae through GeneralPaket Radio Servie Tunneling Protool (GTP) tunnels, whereas ontrol planetra� via the S1-C interfae. The eNBs are interonneted via the X2 interfaethat is used in order to transfer the handover related user and ontrol planetra�.3.2 The Split Connetion TCP Proxy ConeptA split onnetion TCP proxy aptures TCP session establishment attemptsand reates two independent TCP onnetions working in tandem instead ofone end-to-end session. The proxy transparently emulates the ommuniationend-points so that the presene of the proxy is seamless to them. The two legsof the split onnetion are independent in means of �ow and ongestion ontrol,while they are using a shared bu�er to exhange lient data.The main property of a split TCP onnetion is that RTT is redued inthe split loops thus higher throughput an be ahieved ompared to the original



4 A Split Connetion TCP Proxy in LTE networks
Fig. 1: The LTE network arhitetureend-to-end throughput. As onluded in [3℄ the theoretial maximum end-to-endthroughput is the maximum throughput of the loop with higher RTT (i.e., theone with smaller throughput). Redued RTT enables higher maximum through-put in the split loops, whih an be ahieved faster as TCP an inrease its on-gestion window size with an inreased rate in all operation phases (slow start,ongestion avoidane and fast reovery). Other main bene�t of a split TCP on-netion is that e�ets of link failures on TCP performane are not propagatedbetween the loops, while the a�eted loop an reover faster. The latter propertyan be highly bene�ial in networks with wireless links where the main soureof paket drop is not network ongestion but poor radio quality. The latter ansigni�antly deteriorate TCP performane as TCP assumes paket drops as in-diation of network ongestion.3.3 Deployment OptionsThe bene�ts highlighted above an be exploited by deploying a TCP proxyfuntionality in an LTE network, however the expeted gains highly depend onits loation. The possible loations of the proxy funtionality are the SAE-GW(before S1 tunnel), the eNB (between the S1 tunnel and the Data Radio Bearer)and �nally the ombination of the above two. Eah solution has its drawbaksand bene�ts, whih are shortly outlined here.The SAE-GW based solution (when the TCP proxy is loated at the SAE-GW) is the most straightforward option as the SAE-GW is the mobility anhorpoint for user plane tra�. The RTT ratio of the split loops is more auspiiousas both split loops have smaller RTT than the original end-to-end RTT. Asshown in Figure 2 the smaller RTT enables shorter TCP onnetion setup anddata transfer times in slow-start mode. The drawbak of this option is that airinterfae problems are reovered slower ompared to the eNB based solution.An eNB based TCP proxy is the deployment option if air interfae problemsneed to be handled in a quik, low RTT radio loop and masked from the rest ofthe network. However, the implementation is not as straightforward as in ase ofthe SAE-GW base solution as during handovers the TCP proxy ontext have tobe transfered between the eNBs. Moreover, as the RTT in the other loop (i.e.,towards the CS) is almost the same as the original end-to-end RTT, the eNB



A Split Connetion TCP Proxy in LTE networks 5based TCP proxy annot signi�antly inrease end-to-end throughput in ase ofgood radio onditions on the air interfae.A ombined SAE-GW/eNB solution is expeted to deliver best results, as itinherits the bene�ts of the base options while also omplement eah other. TheeNB proxy provides fast reovery on the air interfae while the SAE-GW booststhe end-to-end throughput. Note that the ontext transfers during handoversstill has to be managed in the eNB proxy.Due to its simple implementation (i.e., no handovers had to be onsidered)and its more general potential bene�ts (i.e., not bound to radio link failures) wehave seleted the SAE-GW based option for our �rst investigations, the resultsof whih is presented in this paper. A SAE-GW side TCP proxy splits end-to-endTCP onnetions into two orresponding TCP loops: one between the CS andthe SAE-GW and another between the SAE-GW and the UE. The TCP proxyemulates the UE's behavior towards the CS, while it faes as the CS towardsthe UE. The presene of the proxy is transparent both to the UE and the CS.Note, that the two TCP loops are independent from eah other in means of�ow and ongestion ontrol. Moreover they might use di�erent TCP parametersor even variants. The loops are onneted by a shared bu�er in eah diretion.Data reeived from the CS is stored in the downlink shared bu�er as long asit is forwarded to the UE, and a similar bu�er is used for the uplink tra�. Abakpressure mehanism [15℄ is used to prevent bu�er over�ows.

Fig. 2: Duration of TCP onnetion setup (t1 an t2) and data transfer in slowstart phase (t3 and t4) with and without TCP proxy



6 A Split Connetion TCP Proxy in LTE networks4 Simulation Results4.1 The Simulation EnvironmentThe performane of the TCP proxy in LTE networks was investigated throughsimulations in an event based simulation environment. In the simulator a ref-erene LTE network was reated whih simulates an urban environment withpedestrian users and average radio onditions. All simulations were exeutedin this referene LTE network. The radio network layout of the referene LTEnetwork was designed aording to the double ring network topology [1℄; the 7eNBs of the inner ring were serving the tra�, the outer ring of eNBs were addedonly for interferene generation. In Figure 3 the topology of the referene LTEnetwork is depited. The 7 eNBs were onneted to the SAE-GW through IProuters, whih were onneted via 100 Mbit/s Ethernet links with 10 ms mediadelay. The IP routers used the Random Early Detetion (RED) queue manage-ment tehnique [10℄. Eah CS was onneted through 100 Mbit/s Ethernet linkswith a �x delay to the SAE-GW, this delay is referred as the mean Internet delayin the rest of the paper. Eah simulation ase was exeuted with and withoutTCP proxy.
Fig. 3: The simulated topologyIn the simulation environment the protools of the S1-U and LTE-Uu inter-fae are implemented in detail. The air interfae is based on 3GPP 25.814 [1℄. Asingle input single output hannel with two times 10 MHz bandwidth is onsid-ered. Eah eNB is simulated with a one ell one setor on�guration, having anomni-diretional antenna. The mobility model is random way-point, inter-sitehandover proedures are implemented. The hannel quality is simulated sepa-rately for eah user onsidering distane loss, shadowing, multipath fading, andpenetration loss.Three key Internet appliations were used as benhmark appliations in orderto evaluate the performane impats of a TCP proxy in an LTE network: FTPbased �le transfer (bulk data transfer), HTTP tra� (web browsing) and videostreaming. These three appliations are implemented in detail in the simulationenvironment. Eah user had one of these three appliations running during the



A Split Connetion TCP Proxy in LTE networks 7simulations. The TCP proxy was implemented in detail with two TCP variants:New Reno and CUBIC. TCP New Reno [9℄ is also referred as standard TCPbeause it is the most well-known TCP variant. TCP CUBIC [11℄ was developedfor networks with high bandwith-delay produt and it is the urrent default TCPvariant of the Linux operating system so it is used by a large number of ontentservers and Android mobile devies.FTP users initiate a �le download with unlimited �le size. The measuredperformane indiator for FTP tra� is the average throughput and the fair-ness of the TCP onnetions as de�ned by the Jain's Fairness Index [23℄. TheJain's Fairness Index of onnetions with equal throughput is 1; the higher isthe di�erene in the throughput of di�erent onnetions, the lower is the Jain'sFairness Index.The simulation model of web browsing was based on HTTP/1.1. Pipelining,whih has a large impat on the performane of mobile browsing was also partof the model [4℄. The browser lient was modeled based on a typial mobile webbrowser. Web browsing users were ating aording to the ommon web sur�ngbehavior: they seleted a random web page from a set of popular sites, down-loaded them and proeeded to another random page after a simulated readingtime. Web pages were seleted from the top 20 sites of Alexa's top 500 globallist [2℄. The struture of these web sites (i.e., the number of embedded objetsand the size of the HTTP request and response with the address of the serverfor eah objet) was reorded in September, 2011. This state was used in thesimulations so that Domain Name System (DNS) queries, HTTP requests andHTTP responses ould be simulated authentially. For HTTP users, the mea-sured performane indiator is the mean page download time.Video streaming was modeled with the web browsing model extended withthe relevant features of the HTML5 (the �fth version of the HyperText MarkupLanguage) standard. The downloaded video had a 512 kbit/s average video bit-rate and it was 90 s long. Videos of this size are not transferred with server siderate ontrol [24℄. The performane measure in this ase is the user satisfation:during the simulations users were onsidered satis�ed if the bu�ering time of thevideo was shorter than eight seonds and the video playbak was not interruptedmore than three times or for more than two seonds altogether.4.2 Numerial ResultsFirst, the performane of downlink bulk data transfer with and without a TCPproxy is evaluated. It is studied how the performane depends on the TCP vari-ant, the mean Internet delay and the ongestion level of the transport network.FTP simulations were exeuted with both the New Reno and the CUBIC TCPvariant. For the mean Internet delay, three di�erent values were set: 50, 75 and125 ms; these represent the ases of ommuniating with a server with low,medium and large delay. The di�erent ongestion levels of the transport net-work were simulated with di�erent number of users per ell. The not ongestedase was modeled with 2 users per ell, the moderately ongested ase with 4and 6 users per ell, and the ongested ase with 8 and 10 users per ell.



8 A Split Connetion TCP Proxy in LTE networksFigure 4 shows the per user average throughput and the Jain's Fairness Indexin ase of FTP data transfer with and without a TCP proxy when the meanInternet delay was set to 50 ms. TCP proxy was able to inrease the meanthroughput by more than 60% where there was no ongestion, by 2-17% in aseof moderate ongestion and by a few perents under heavy ongestion. Thisis due to the fat that the TCP proxy is not able to inrease the throughputof TCP onnetions if the transport network is ongested, as in these ases theload is at the maximum. The TCP variant had minimal impat on the ahievablethroughput. The reason for this is that the bandwidth-delay produt of the LTEsystem is not in the range where the TCP CUBIC is able to ahieve a higherthroughput than TCP New Reno. The Jain's Fairness Index was above 0.96 inall ases, whih generally means a good fairness. However, the Fairness Indexwas a bit worse with TCP proxy than without TCP proxy. The reason for thisis that during the simulations without TCP proxy a �x Internet delay is partof the RTT of end-to-end TCP loops. On the other hand during simulationswith TCP proxy this �x delay is not part of the RTT of the SAE-GW�UE TCPloop. Thus the variane of the RTT is smaller in the ase with TCP proxy thanwithout TCP proxy.
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