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Abstract   An IEEE 802.11 analytical performance evaluation model for ad-hoc 
WLAN’s comprising terminals with different traffic source characteristics is pre-
sented. Although some publications address this issue, most of them propose to 
modify the original standard by some means that will affect the probability of 
transmission of a device when the network reaches congestion.  The approach of 
this publication is to be able to establish a set of equations such that an intelligent 
choice of configuration parameters of standard home devices may improve the 
performance of the wireless network. Actually, two models are presented and 
compared, a simple one based on stationary behavior of the network assuming col-
lisions have a negligible effect on network performance, and a second model 
based on a stationary stochastic model of a network, where devices have a packet 
ready for transmission at all times. 

1 Introduction 
 

Wireless Local Area Networks (WLAN) have expanded massively since the 
original IEEE 802.11 standard [1] was published in 1999. The amount of devices 
that use this wireless technology to communicate has increased significantly, a 
pattern that shows no signs of change since a migration from desktop computers to 
notebooks can be observed in recent years, of which almost all have a WLAN card 
preinstalled. User applications have an increasing tendency to require larger 
bandwidths than it used to. Consequently, amendments to the original standard 
have been introduced to allow higher data transmission rates (IEEE 802.11b [2] at 
11 Mbps, IEEE 802.11a [3] and IEEE 802.11g [4] at 54 Mbps). Quality of Service 
(QoS) has also been incorporated with the recent publication of IEEE 802.11e 
standard [5], to provide a means to prioritize traffic sent over a wireless LAN to 
reduce delay for real-time applications as well as other features to enhance the 
original protocol. Further needs for higher goodput gave way to amendment IEEE 
802.11n [6], which will provide users with at least 100 Mbps wireless connec-



2  Alex Grote, Walter Grote, Rodolfo Feick 

tions. These enhancements try to avoid saturation occurrences in wireless net-
works to provide the connected users with a reliable and fast connection. How-
ever, all these enhancements point in the direction of the main focus of this publi-
cation: quality assurance for devices operating in IEEE 802.11 wireless networks 
when operating under different application requirements. The scope of this publi-
cation is to be able to establish a set of equations such that an intelligent choice of 
configuration parameters of standard IEEE.802.11 home devices may improve the 
performance of the wireless network. Actually, two models are presented and 
compared, a simple one based on stationary behavior of the network assuming col-
lisions have a negligible effect on network performance, and a second model 
based on a stationary stochastic model of a network, where devices have a packet 
ready for transmission at all times. Due to space limitations we will concentrate on 
ad-hoc networks, but the extension of this analysis to infrastructure network will 
be quite straightforward. 

IEEE 802.11 networks may operate in the ad-hoc mode, where terminals com-
municate with each other without the need of a centralized access point that is a 
gateway to a wired backbone network. Random CSMA/CA access is possible by 
configuring wireless devices of such a network in the DCF (Distributed Coordina-
tion Function) mode. DCF employs a backoff mechanism to inhibit transmission 
once a packet arrives for transmission. The initial value is chosen randomly be-
tween 0 and maximum contention window (CW) value. The initial value for the 
contention window is CWmin. This value is increased exponentially by the terminal 
that is transmitting whenever the transmitted frame collides, thus CW = 2i· CWmin 
where i represents the number of retransmissions. The counter is decreased from 
the initial value every time that an idle slot time is registered after the successful 
transmission, followed by a DIFS time. Once the counter reaches zero the terminal 
transmits. When a successful transmission takes place, all the terminals of the 
network that are in the transmission range of the terminal that emits the signal 
learn how long that transmission will take and pause their backoff counters during 
that time period.  

The access mechanisms defined by DCF are basic access (two-way handshake) 
and RTS/CTS (four-way handshake). The basic access mode consists of sending a 
data frame and receiving an acknowledgement (ACK) frame from the destination. 
RTS/CTS involves reserving the shared medium by the source, sending a RTS 
(Request To Send) to be responded by a CTS (Clear To Send) packet from the 
destination, if successfully received, after which the data frame is sent, followed 
by an ACK. A mixed operation is possible defining a threshold that determines the 
maximum size of a frame that can be transmitted using basic access. If the frame 
of user data to be sent is larger than this threshold, a RTS packet is issued by the 
source, instead of sending the user data frame immediately.  

Nowadays terminals present in an ad-hoc network may generate different types 
of traffic, such as web oriented data traffic, massive file exchanges, real-time 
voice or video. They also may be configured to set parameter values for the RTS 
Threshold and initial and maximum contention window settings. The challenge is 
to be able to come up with a model that will make it possible to optimize network 



IEEE 802.11 Goodput Analysis for Mixed Real Time and Data Traffic         3 

performance. We will propose two models aimed to provide solutions for this 
challenge, based upon recent contributions.        

G. Bianchi presents an analytical model to calculate the saturation throughput 
of a wireless network operating with IEEE 802.11 protocol with a stationary 
analysis of a stochastic model in [7]. H. Wu et al [8] and Ziouva et al [9] complete 
the CSMA/CA protocol model of Bianchi, incorporating a maximum number of 
retransmissions per packet in the backoff algorithm. Y. Xiao [10] improves 
Ziouva’s model by limiting the number of retransmissions and evaluates other per-
formance parameters such as packet drops, packet drop time, throughput limit and 
saturation delay. The work presented in [11] evaluates the RTS/CTS mechanism 
comparing it to the basic access mode and presents a method to dynamically mod-
ify the contention window to achieve the maximum throughput limit. Y. Xiao et al 
[12] provide a study of maximum theoretical goodput and delay. J. Jun et al [13] 
show maximum throughput for IEEE 802.11 networks in absence of errors for dif-
ferent transmission rates and packet sizes.  

It is known that voice and video transmission are sensitive to delay and jitter 
but not so for packet loss as long as losses are less than 5%, [14]. Data packets on 
the other side are sensitive to packet loss but not so for delays and jitter. In [15] a 
study is performed to indicate the maximum amount of voice users that an infra-
structure network supports for different voice codecs and includes the importance 
of asymmetric traffic that the access point must transfer, offering a better model 
than the ones presented in [16-18]. However, these four studies do not consider 
changing the access priority for the terminals that compose the wireless network. 
Y. Lin et al [19] develops an analytical model to obtain the saturation throughput 
for the IEEE 802.11e [5] protocol which is validated by Ns2 [20]. [5] introduces 
QoS to wireless networks by differentiating traffic packets and based on this as-
signs minimum contention windows among other amendments. In a simple sce-
nario it is shown that priority packets may reduce the idle DIFS time, thus increas-
ing their probability of successful transmission. 

However, none of the above publications address simultaneously the problem 
of a network dealing with devices that handle different traffic and packet sizes, 
maximizing performance by setting RTS/CTS Threshold and contention window 
parameters for each class of stations when employing legacy IEEE 802.11 a/b/g 
protocols. 

 

2 IEEE 802.11 Throughput Analysis 
 

The IEEE 802.11 standard [1] and its subsequent amendments [2-6] have been 
characterized by having a high overhead. Throughput obtained on the wireless 
network is a fraction of the operational transmission rates, e.g. IEEE 802.11b [2] 
only achieves a maximum 6 Mbps throughput with a transmission rate of 11 
Mbps, the exact result depending on the initial contention window size, employing 
maximum packet size and assuming that no collisions occur to access the channel. 
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IEEE 802.11a/g show similar behavior even though using higher transmission 
rates, which may be analyzed as follows.   

The maximum available throughput of the IEEE 802.11 standard variations [1]-
[4] depend on parameter settings defined by each standard. In Table 1 a summary 
of parameter values for different standard versions are shown. Some parameters 
are set to default values in wireless devices, while others may be dependent on the 
environment where the network is being deployed. For instance, if the wireless 
network is bridged to an Ethernet, packet size is limited to a maximum of 1500 
bytes, as Table 1 shows. Actually, the IEEE 802.11 wireless standards have differ-
ent values, but for analysis purposes it is advisable to use this value since most 
wireless networks conforming to this standard are bridged to an Ethernet network. 
Data rates may vary, depending on channel interference or signal to noise ratio. 
The contention window settings shown are default values, but may be changed in 
actual devices and the propagation and processing time may vary depending on 
the distance among devices.  

Table 1. Transmission Parameters IEEE 802.11a/b/g 

Parameter b a/g Units 
Slot time σ 20 9 µs 

SIFS 10 10 µs 
DIFS 50 28 µs 
ACK 14 14 Bytes 
CTS 14 14 Bytes 
RTS 20 20 Bytes 

MAC header 28 28 Bytes 
PLCP header long 192 20 µs 
PLCP header short 96 - µs 

Maximum Data Packet Size 1500 1500 Bytes 
Header rates RH 1, 2 6 Mbps 
Data rates RD 1, 2, 5.5, 

11 
6, 12, 18, 24, 

36, 48, 54 
Mbps 

CWmin Minimum Contention Window 32 16  
CWmax Maximum Contention Window 1024 1024  

Propagation and Processing Time 1 1 µs 
 
Terminals operating with a DCF CSMA/CA IEEE 802.11 protocol monitor the 

channel for an idle time, followed by a Distributed Inter-Frame Space (DIFS), and 
execute the backoff algorithm to send a data frame. The receiver sends an ac-
knowledgement (ACK) after a Short Inter-Frame Space (SIFS) period. After the 
ACK is received the whole cycle commences again, in which the terminals must 
wait a DIFS period and a backoff period before transmission. 

Goodput is a performance measure that considers the amount of user data trans-
mitted, divided by the time it takes to successfully transmit it. Goodput and 
throughput are related performance parameters: to obtain throughput from a good-
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put expression simply divide the latter by the data transmission rate. Since IEEE 
802.11 standards can be differentiated by transmission rate, we prefer to use 
goodput as a performance parameter.  Ideal goodput can be calculated as shown in 
equation (1) not taking into account propagation delay and where Ldata is the 
length of data in bits and Tsucc is the time required to successfully transmit the data 
frame. TI is the time the channel remains idle and Tcoll is the time involved in colli-
sions. When computing ideal goodput, collisions are disregarded (Tcoll = 0) and TI 
is equal to the median contention window size times the slot times, expressed in 
equation (3).  

collsuccI

data

TTT
L

S
++

=  (1) 

 
Equation (2) describes the time required for a successful transmission. 
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Combining equations (1), (2) and (3) and replacing parameter values with the 

ones specified in the standards (a summary of which have been listed in table 1), it 
is possible to compute maximum goodput for IEEE 802.11b. For instance, IEEE 
802.11b networks that transfer packets of 1500 bytes, assuming RH = 1 Mbps, RD 
= 11 Mbps, no collisions, results in an effective goodput of 6.4 Mbps. To calculate 
the goodput for IEEE 802.11a/g the equation must be slightly modified to adjust 
packet sizes with padding to fit to OFDM (Orthogonal Frequency Division Multi-
plexing) symbol transmission requirements.  

Goodput analysis is normally performed for fixed packet sizes, not having in 
mind that different applications running on the same network may produce differ-
ent sizes with different delay requirements. To take into account that the network 
may be serving different applications equation (1) may be modified. Define a 
group of d (for data) terminals to transmit data packets of size Ld at a data trans-
mission rate Rd, using an initial contention window CWdmin to access the channel 
utilizing either basic access mode or RTS/CTS. Another group of v (for voice) 
terminals to transmit data packets of size Lv at a data transmission rate Rv, using an 
initial contention window CWvmin to access the channel. To develop an ideal good-
put expression, consider that on average all terminals configured with CWdmin ac-
cess the channel during a transmission cycle once. For arbitrary reasons CWvmin 
will be equal or less than CWdmin. We will later learn that in order to favor access 
to real time applications like voice, for instance, this will be a convenient setup. 
Therefore, in a transmission cycle d transmissions will take place, while, on the 
other hand, there will be v·CWdmin/CWvmin transmissions of the remaining v termi-
nals. Thus the goodput expression may be written as follows. 
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TvI is the median idle time for the v terminals and Tvsucc, and likewise for the d 

terminals. Thus modifying the value of CWmin for the v and d terminals it is possi-
ble to grant higher channel access probability to the terminals that require it.  

 
We would like to point out that the idea of separating goodput expressions ac-

cording to applications is a powerful concept, because it makes it possible to study 
the effect of configuration parameter settings on terminals  running a specific ap-
plication, not only to on its own group, but also on the other goodput expressions 
and the total of the network. This is a concept the authors have not seen in the ex-
isting literature and may prove to be quite useful for network administrators. 
 

3 IEEE 802.11 Goodput with stochastic model 
 
Similar equations can be developed considering Bianchi’s [7] and Wu’s [8] ap-
proach for stochastic models. Equation (5) shows a generalized formula based on 
the aforementioned works. 

collcollsuccsuccII

data

PTPTPT
L
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=  (5) 

 
PI is the probability that the channel remains idle, Psucc is the probability that 

during a contention slot a successful transmission occurs and Pcoll is the probabil-
ity that a collision occurs. Tcoll is the time required to resolve a collision. This 
model assumes the channel is error free, collisions among ACK and CTS pack-
ages are negligible if RTS/CTS is used, no hidden or exposed terminal is present, 
fixed size packets are transmitted over the network and terminals operate in satu-
ration to ensure the network may achieve the maximum obtainable goodput. The 
stationary transmission probabilities of a terminal can be readily obtained from 
references [7] and [8]. These probabilities only depend on the backoff mechanism 
of the stations. 
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The probability that a terminal transmits τ, equation (6), depends on the colli-

sion probability p, CWmin and the maximum contention window CWmax and the 
number of retransmissions r. The protocol defines that at most 4 retransmissions 
per packet may take place when operating in basic access mode and 7 in RTS/CTS 
mode. The number of backoff states (m) depends on CWmin and CWmax given by 
equation (7). 

max min2 2m mCW CW W= ⋅ = ⋅  (7) 
 
The probability that a station collides (p) is given by equation (8). 
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( )1
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p P
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= − −
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It is possible to set up an equation system with the relations developed in (6) to 

(8), thus obtaining the stationary probabilities that a contention slot may stay idle, 
a successful transmission takes place or a collision occurs. The probabilities are 
shown in the following equations and combining these results with (6) it is possi-
ble to determine the goodput of the system. 

  
n

IP )1( τ−=  (9) 
1)1( −−= n

succ nP ττ  (10) 

( ) ( )( )1111 −−⋅⋅−−−= nn
coll nP τττ  (11) 

 
It is possible to extend this to terminals that transmit different types of traffic as 

described in the previous section. Equation (6) may be written as the sum of 
goodputs of 2 different traffic types, (12), which has the advantage of being able 
to individualize contributions of the overall network performance.  

vdtotal SSS +=  (12) 
 
Where 
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The probability that a d station suffers a collision when it tries to transmit is one 

minus the probability that no other terminal in the network transmits, equation 
(15).  
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The same expression may be derived for the v terminals replacing the subscript 
d by v and vice versa. Equation (15) in conjunction with a modified equation (6), 
where a probability of transmission is described for d and v terminals, creates a set 
of 5 equations employing equation (7) as well. The probability of an idle slot is 
given by equation (16).  

v
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TI is equal to a slot time σ. The probability of a successful transmission of a d 

terminal is given by the probability that only one d terminal transmits in a time 
slot and that no other d terminals transmit during this time and also that no v ter-
minals transmit. For a v terminal similar equations are shown in (17) and (18). 
Time associated to a successful transmission of a d or v terminal is similar to 
equation (2) but the subscript data of Ldata needs to be replaced by d or v to reflect 
the appropriate payload. 
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Collision time is expressed by equation (19), where the collision probability is 

multiplied by the time it takes to resolve that particular collision Tdcoll or Tvcoll (if 
it involves two different packet sizes, it will always be the larger packet transmis-
sion). These times are identical to a successful transmission times. 
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Combining equations (12)-(19) it is possible to model an ad-hoc network for 2 
different kinds of traffic. 
 

4 Saturation Goodput Analysis 
 
Two models that deliver saturation goodput in presence of different traffic types 
were developed in the previous section. The stochastic model was contrasted to 
the work done in [19] obtaining identical results. The model developed in section 
2 is very simple but provides a quick way to obtain maximum saturation goodput 
levels. 

Employing the parameters from Table 1 for the IEEE 802.11b standard and 
configuring the maximum transmission speed for the frame payload and headers, 
basic access mode, long PLCP and two different packet sizes, it is possible to ana-
lyze the effect of varying the CWmin of the different traffic sources on the satura-
tion goodput of the network. All terminals are in the transmission range of each 
other and may employ the maximum transmission rate to communicate amongst 
each other.  

A real-time application like voice is transmitted by v terminals.  Voice packets 
should have preferences over data packets transmitted by the d terminals to access 
the channel. The v terminals will transmit packets of Lv = 50 bytes. This packet 
size is calculated for the G.729A codec, where the voice packet of 10 bytes is en-
capsulated adding 12 bytes of RTP header, 8 bytes of UDP header and 20 bytes of 
IPv4 header. Assume data terminals have CWdmin set to the default value of 32 and 
transmit packets of size Ld = 1500 bytes. To reduce delay times and delay jitter for 
voice packet transmissions, let us decrease the value of CWmin from the default 
value of 32 to 16, 8 and 4 for the v terminals. The remaining parameters of all 
terminals are kept at the default values of the IEEE 802.11b standard. This should 
have impact on voice, data transmissions and global saturation goodput, Figure 1 
shows a scenario where the number of v terminals is increased from 0 to 10, the 
total being always 10 terminals, evaluated for both models. 

Figure 1 shows that indeed reducing delays on voice packets by increasing their 
transmission probability has an effect over both the aggregate goodput of voice 
and data terminals. As more voice terminals are incorporated into the network the 
overall goodput of the network decreases and the aggregate goodput of the voice 
terminals increases. Diminishing the CWvmin grants a higher channel access pref-
erence for VoIP packets and this is clearly reflected in both aggregate goodputs of 
the data terminals and voice terminals. Since smaller VoIP packets have a larger 
overhead from the MAC IEEE 802.11 layer, their transmission significantly re-
duces overall goodput of the network. Both figures incorporate a threshold (SVoice 
Minimum) curve that represents the minimum aggregate goodput that G.729A codec 
require to maintain seamless conversations. Thus the aggregate goodput of the v 
terminals must be over this threshold to support the required goodput.  
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(a) 

 
(b) 

Fig. 1.  Ad-hoc network with 10 terminals varying the amount of v terminal (a) Ideal (Determi-
nistic) model (b) Stochastic model 
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When CWvmin is small, it can be clearly seen that the ideal (deterministic) 
model does not incorporate collisions and provides an optimistic scenario, when 
compared to the more accurate stochastic model. However it shows clearly the ef-
fect of the contention window parameter setting on goodput when dealing with 
different traffic types. The accuracy of this model when dealing with small initial 
contention windows and large number of voice terminals is not good as compared 
to the more accurate stochastic model. Therefore the deterministic model must be 
used cautiously when these situations arise since this is a clear case when colli-
sions should start occurring. 

  
The selection of CWvmin to improve quality of service for real-time voice station 

requirements can be done by looking at goodput performance, since higher good-
put can be associated to lower delays and delay jitter. Figure 1 shows overall per-
formance, but Table 2 is more accurate than Figure 1, when the decision has to be 
taken whether the aggregate goodput for voice terminals is sufficient to sustain the 
minimum required data rate for the vocoder (40 [kbps]). In Table 2 aggregate 
goodput for voice terminals is shown as calculated by applying both models for 
certain amounts of voice and data terminals and may be compared to the minimum 
required aggregate transmission rate, SVoice Minimum (Codec). This value for 3 voice 
terminals is 120 kbps, as Table 2 shows. 

Table 2. Goodput values for Voice Terminals from Fig. 1 with different CWvmin values 

Model Aggregate Goodput for Voice Terminals, [kbps] 
Number of Terminals 7d+3v  4d+6v d+9v  

SVoice Minimum (Codec) 120 240 360 
Deterministic CWvmin = 32 77 193 388 
Deterministic CWvmin = 16 144 315 524 
Deterministic CWvmin = 8 254 462 635 
Stochastic CWvmin = 32 74 184 365 
Stochastic CWvmin = 16 133 248 344 
Stochastic CWvmin = 8 208 264 276 
 
Table 2 demonstrates that both models predict that the minimum required aggre-
gate goodput is not met when CWvmin = 32 and there are less then 7 voice termi-
nals, for the codec used in this example. It can be seen that while the minimum 
aggregate data rate for 3 voice terminals is 120 [kbps], only less than 80 [kbps] 
can be provided by the network, as calculated by both models. Similarly, when 6 
voice terminals are part of the network, the minimum aggregate data rate should 
be 240 [kbps], but according to both models, aggregate goodput is less than 200 
[kbps]. Under these circumstances, selecting CWvmin = 16 provides the required 
minimum data rate transfer for the voice codecs (see Table 2), while not deterio-
rating data packet goodput significantly (see Figure 1). Clearly, when 9 voice ter-
minals are present, the deterministic model does not predict that the aggregate 
goodput is not enough to sustain seamless voice connections when CWvmin = 8 or 
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16. However it is possible to predict that under default configuration, voice termi-
nals will provide the necessary goodput conditions. This configuration recommen-
dation can only be issued because our approach has been to model both goodputs 
independently and not as a whole, as most approaches do. 
 
Another interesting aspect is that the configuration recommendations obtained ap-
plying the deterministic (collision free) model predict are quite similar to the more 
precise stochastic model, when the number of voice terminals is not large, al-
though overall goodput values are overestimated. This result has not been reported 
in the literature, as far as the authors know, and constitutes valuable information 
for network administrators, since the deterministic model is fairly simple to com-
pute, as compared with the more accurate stochastic model. 

5 Conclusions 
 
The migration to technologies that rely on IP networks to transmit media rich con-
tent demand assigning priority to applications that cannot accept significant de-
lays. Increasingly, wireless networks intended to provide data terminal connec-
tions are being used to transmit other kind of information. Therefore it will be 
relevant to be able to tune configuration parameters of the network devices to op-
timize network performance using models like the ones proposed in this publica-
tion.  

Two goodput performance models were presented and compared, a simple one 
based on stationary behavior of the network, assuming collisions have a negligible 
effect on network performance, and a second model based on a stationary stochas-
tic model of a network. These models address the problem of a wireless IEEE 
802.11 network with devices that generate different traffic patterns (packet sizes 
and delay constraints), making it possible to analyze goodput performance either 
for the total network or a specific group of terminals. Parameter settings of the ex-
isting standards, like RTS/CTS Threshold, and initial (and maximum) contention 
window for classes of stations handling traffic of different nature – voice, video, 
data, multimedia and web traffic – can be varied, as well as the number of partici-
pating stations in each class, to study the effect on goodput performance. The use 
of the simpler model may provide a quick –but less accurate – approach to deter-
mine the saturation goodput of a wireless network for network administrators 
work to design and deploy a network. A more elaborate model that models the 
wireless channel access more accurately under similar conditions was also pre-
sented.  

 
The fact that our approach consisted in evaluating goodput independently for 

parameters running different applications, makes it possible to analyze the effect 
of configuration parameter settings not only on total goodput, but also for individ-
ual applications, thus making it possible to tune these parameters for best per-
formance. This is an approach the authors have not detected in prior publications. 
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Due to space limitations we concentrated our analysis on ad-hoc networks, but 

the extension of this analysis to infrastructure networks is quite straightforward. 
The application of these models by network administrators is a good practice, es-
pecially if the nature of terminals connected to the network, and their traffic pat-
terns are well known. By elaborating on a simple example, we have shown that 
not always default values of network parameters will provide satisfactory network 
performance and it pays off to consider changing them to more convenient set-
tings. 
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