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Abstract: Security of networking systems has been an issue since computer networks 
became prevalent, most especially now that Internet is changing the facie 
computing.  Intrusions pose significant threats to the integrity, confidentiality 
and availability of information for the internet users.  In this paper, a new 
approach to real-time network anomaly intrusion detection via Fuzzy-Bayesian 
is proposed to detect malicious activity against computer network; the 
framework is described to demonstrate the effectiveness of the technique.  The 
combination of fuzzy with Bayesian classifier will improve the overall 
performance of Bayes based intrusion detection system (IDS). Also, the 
feasibility of our method is demonstrated by the experiment performed on 
KDD 1999 IDS data set.  
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1. INTRODUCTION 

Developing an efficient and effective intrusion detection system to 
preserve data integrity and system availability has been the aim of 
researchers in computer security for almost three decades.  Intrusion 
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detection is a process of detecting security breaches by examining events 
occurring in a computer system. 

Basically, there are two approaches to intrusion detection model as 
described in [3]: Misuse detection model refers to detection of intrusions that 
follow well-defined intrusion patterns. It is very useful in detecting known 
attack patterns. Anomaly detection Model refers to detection performed by 
detecting changes in the patterns of utilization or behavior of the system. It 
can be used to detect known and unknown attack. 

Intrusion detection can also be classified as Network-based (NIDS) 
or host-based (HIDS) based on source of data used for analyses.  The former 
collect raw network packets as the data source from the network and analyze 
for signs of intrusions [1, 4]. Host-based IDS operates on information 
collected from within an individual computer system such as operating 
system audit trails, C2 audit logs, and System logs [4]. 

Fuzzy is a novel classification technique that has been widely 
successfully applied in many applications, and it has been reported to 
perform well in detecting different attacks due to various reasons spelt out in 
[2 ,5, 7 and 8].  Ajith, et al [2] exploited fuzzy for intrusion detection and the 
results show an outstanding performance in terms of accuracy. Also, Naïve 
Bayes has been successfully applied in solving various problems [9].  

Fuzzy is introduced to strengthen the detection ability of naïve bayes 
due to uncertainty nature of intrusions by recognizing anomalous events, 
consequently leading to reduction in false alarm rate. Fuzzy had been 
recognized to posses the following quality among others that makes it 
suitable for the subject matter: ability to readily combine inputs from widely 
varying sources,  degree of alert that can occur with intrusions is often fuzzy 
because there is no clear distinction between normal and anomaly behavior 
in a networked computer. 

We demonstrate the feasibility of our approach by carrying out 
experiments on KDD-cup 1999 intrusion detection dataset.   

2. THE FUZZYBAYESIAN CLASSIFIER  

In naïve Bayes classifier, instances to be classified are described by 

attribute vectors ),....,( 1 nxxx =! . Bayes classifier assigns to instances most 

probable or maximum a posterior (MAP), classification from a finite set of c 
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classes.  Bayes classifier is given as:      
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Naïve Bayes classifier is trained by a set of labeled training data 
presented to it in relational form with desirable features because the strength 
of this model lies very much on the feature set used. In this work, the use of 
fuzzy is employed during the examination of network connection states to 
assign weight to various quantifiable variables in the selected features based 
on predefined fuzzy rules before presentation to the naïve bayes classifier. 
Weights are assigned with 0.0 representing absolute falseness and 1.0 
representing absolute truth. Weights assigned to each features are then used 
to multiply the prior probability of each class during testing, and with a 
threshold set, normal and attack traffic can be classified. 

3. PROPOSED SYSTEM ARCHITECTURE 

 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1: proposed system architecture 

 
Figure 1 shows the structure of our proposed architecture for real 

time intrusion detection system via fuzzy-bayes which are divided into two 
main phases: learning and testing.  The network sniffer processes the 
tcpdump binary into a standard format putting into consideration both the 
temporal and spatial information of network connections.  During the 
learning phase, two major parameters affecting machine learning are 
considered: the imbalance of data sets and identification of important 
features. 
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Class imbalance problem occurs when there are many more 
instances of some classes than others in a classification problem which 
results into suboptimal classification performance, which can have a 
detrimental effect on learner’s behavior [10]. In order to balance the original 
training data with the utmost aim of improving the system performance, we 
adopt selective sampling method.   

Often, output Y is only determined by the subsets of the input 
features X. Removing irrelevant features in learning process leads to 
reduction in computational cost, over fitting, model size and leads to 
increase in accuracy.  In selecting important features, leave-one-out 
technique of deleting one feature at a time to rank input features and identify 
the most important features for intrusion detection is adopted [6].  

The fuzzybayes technique is then used to obtain the optimal 
detection model for our system after the learning phase to classify new 
pattern samples in testing phase. 

 

4. EXPERIMENTAL SETUP 

KDD cup 1999 dataset [11] was used for the experiment. The data 
set has five different classes namely Normal, Dos, R2L, U2R and Probes. In 
this work, the last four were combined into a class called Abnormal.  The 
training and testing data comprised of 5,924 and 12,130 records respectively. 

Frequency table for all the 41 variables were generated given class 
(normal and abnormal). From the analysis of the frequency table, it showed 
that some of the extracted attributes did not have any significance in 
detections of attacks.  Attributes on columns 14, 18, 19 and 20 are good 
examples, while attribute on columns 0, 1, 8, 15, 16, 17, 21 and 36 made 
little or no impact. 

Each variable (attribute) was partitioned into maximum of 20 
membership functions except those with variations less than five which 
forms the basis for fuzzy rules and assigning of weights. 

In cases where clear distinction could not be established amongst the 
variations of an attribute; two or more variables were combined to 
differentiate close cases and consequently in assigning of weights.    With all 
the 41 attributes, result obtained is shown in Table 1 

Table. 1: Percentage accuracy of classified data 

Class No. of 
records 

Correctly 
Classified. 

Wrongly 
classified 

Percentag
e 

Of 
accuracy 

Normal 6514 6331 183 97.19 
Abnormal 5616 5397 219 96.10 
Total 12130 11728 402 96.67 
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Result obtained was the same when only 29 attributes were used (i.e, 
removing columns 0,1,8,14,15,16,17,18,19,20,21, and 36 from the 
experiment).  

 

5  CONCLUSION 

This paper proposed a light weight anomaly detection framework 
based on fusions of fuzzy and Bayes with the utmost aim of addressing large 
number of false alarms caused by incorrect classification of events in current 
system.  We have demonstrated the effectiveness of our method on KDD-
cup 99 intrusion detection datasets and accuracy is over 96%. And our 
method reveals redundant features, thereby minimizing the number of 
features the FuzzyBayes classifier should process and consequently increase 
IDS detection rate. We plan to conduct more experiments with real-life data 
using our proposed system.  
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