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Abstract. In this work, we propose a Web-based monitoring system using 
wireless sensor networks (WSNs) to measure plant parameters and 
environmental factors in greenhouses. To detect and send these variables, e.g. 
leaf temperature, air humidity, a ZigBee-based WSN collects data, which is 
transmitted by GPRS modules and the Internet to a central computer, and all 
information, including the dynamic topology of WSNs, can be published via the 

Web. The system provides flexible configuration options for sensor nodes and 
transport downlink commands, i.e. sensors can be added or removed flexibly in 
a node without changing the hardware interface and data center service software. 
Also, the variance of the received signal strength indicator(RSSI) and link 
quality indicator (LQI) under different distributions of the growing plants was 
considered to estimate the network link quality to ensure reliable data 
transmission in the WSNs. Experiments show that the system is reliable, 
flexible, convenient, and provides good real-time and scalability characteristics. 
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1   Introduction 

When using a conventional wire-based automatic monitoring system in a greenhouse, 
an increased number of measurement points can dramatically increase the complexity 

and cost of the system. It should also be possible to change the location of the 

measurement points easily to meet different measurement needs, which depend on the 

particular plant, on possible changes in the external weather or the greenhouse 

structure, and on the plant placement in the greenhouse. 

In recent years, wireless sensor networks (WSNs) have been used in several 

agriculture applications, e.g. regional and on-farm agriculture projects for 

irrigation[1,2]. Vivoni and Camilli[3]developed a wireless prototype system to acquire, 
store, display and transmit real-time, geo-referenced environmental data between 

multiple field teams and remote locations. Mahan and Wanjura [4] cooperated with a 
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private company to develop a wireless, infrared thermometer system for in-field data 

collection. The system consisted of infrared sensors, programmable logic controllers 

and low power radio transceivers to collect data in the field and transmit it to a remote 

receiver outside the field. However, there has been little research into web-based 

WSNs for measurement of plant and environmental variables in greenhouses, and 

particularly to investigate the influence of plant growth on radio wave propagation in 
the WSNs. Also, there remains an engineering issue that requires further study to 

provide flexible configuration options for sensor nodes and transmit downlink 

commands to set up new parameters for nodes online during addition or removal of 

sensors without changing the interface and software. 

From an engineering perspective, there remain many difficulties and challenges in 

measuring plant variables in the field or the greenhouse using WSNs. Our objective 

was to develop WSN hardware and software to provide functions for acquiring real-

time measured data from the Internet, and displaying the RSSI and topology of the 
WSNs dynamically, and also for transmitting downlink commands to sensor nodes.  

2. Remote monitoring system design and overall structural 

framework 

To explore the issues with the deployment of such a monitoring network related to 

plant growth in the greenhouse, Web-based remote sensing network architecture is 

depicted in Fig.1. The system consisted of a ZigBee-based tree-topology WSN with 
20 sensor nodes to obtain plant or environmental variables, e.g. leaf temperature, stem 

sap flow, temperature or humidity, plus 5 router nodes, and 1 coordinator node (sink 

node) deployed in the greenhouse, a GPRS module connected with the coordinator via 

the RS-232 serial port to transmit the received data to the remote monitoring center, 

and a web-based management sub-system for users to acquire and analyze the data via 

the Internet. To meet special applications of the system, the system can send 

commands to the wireless network to re-configure the node channel and set the 

sampling frequency.  



 

Fig. 1. Overall system architecture of the web-based remote sensing network 

2.1 Sensor Node 

The sensor node functional module is shown in Fig.2. Each sensor node can 

provide 8 analog channels with 14-bit resolution and multiple I/O channels, and 

therefore we can simultaneously connect up to 8 analog sensors and configure the 

channels flexibly. A node can access any sensor data without changing the hardware 

circuit and interface, simply using the upper flexible configuration. At the same time, 

all the network nodes send LQI and RSSI values to the coordinator for future 
operations by the data center. Sensor nodes collect the sensors’ data periodically 

according to commands from the control center, and then send the data to the 

coordinator node. The coordinator node is connected with the GPRS DTU to send the 

data to the remote data center via the Internet. 
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Fig. 2. Block diagram of the sensor node in ZigBee-based WSNs 

3. System software design 

3.1 Network Management Software based on Z-stack 

The network application was written in C and designed to run on a CC2430 

system-on-chip (SoC) solution specifically tailored for IEEE 802.15.4 and ZigBee 

applications. The code for each node was based on the Z-Stack supported by an 

Operating System Abstraction Layer (OSAL). OSAL is an event driven non-real-time 

operating system (for a detailed description see the documentation of Texas 

Instruments [5], Inc.). The components of the Z-Stack are implemented as separate 

tasks and information is passed inside the stack using the OSAL messaging system.  
Using a tree-topology WSN, a coordinator is responsible for initiating and 

maintaining the network. After joining the network, the sensor nodes obtained 16-bit 

short network addresses, which identified data from each sensor node. Since the low 

LQI and RSSI indicated higher packet losses, we acquired LQI and RSSI to estimate 

performance for the WSN. In the Z-stack, LQI can be directly read from the receiving 

data packet, and assuming the structure is defined as pkt, then the LQI = pkt-> Link 

Quality; the RSSI value was not directly allocated in the structure, and thus we need 

to read it from the underlying protocol stack, and then the application layer calls.  



3.2 Monitoring Center Program Design 

The monitoring center software was developed to receive and transmit TCP 

protocol packets, which communicated with GPRS terminals. Using a CAsyncsocket 

class provided by Visual C++, the software easily achieved socket communications. 
After data reception, the received data is stored in the database. According to the 

actual needs of the project, data centers permit users to conduct these operations, e.g. 

setting the acquisition cycle, selecting each channel for each node to be connected to 

the sensors, and transporting the downlink commands to the corresponding nodes in 

the network, and then sensor nodes periodically call the corresponding function based 

on the commands. 

3.3 Web data release 

As mentioned above, a method to view the data easily via a Web browser is very 

important. Here, data representation challenges arise when dealing with wireless 

sensors. First, the data must be packaged by the wireless sensor node and sent in an 

understandable manner over the WSN. The data must be interpreted by a computer 

that stores or displays the data, which includes the network addresses of nodes, the 
collected sensor data, and the RSSI and LQI values and power consumption. To make 

the data accessible by a large range of applications, efforts should be made to 

determine the best structures for storing the data in databases.  

The client browser running on the Web page is based on a. Net framework 

development, development tools, mainly Visual Studio 2008, and SQL Server 2005. 

The web page is shown in Fig.3. 

This Web page includes five main functions: real-time data, historical data, 

network topology and node deployment management, and user management. The 
real-time data module allows users to view real-time data from each sensor node; the 

historical data module allows the user to select the time range for acquiring data. Also, 

the network topology and deployment management functions permit the user to check 

the status of the network and the actual deployment of nodes, so that the user can see 

whether the need to replace batteries or re-deploy the nodes following the growth of 

the crops is indicated. 



 

Fig.3. Web data release 

4. Results and discussion 

To verify the proposed system, we conducted experiments both in the laboratory 

and the greenhouse. In the first stage, a small ZigBee network with several nodes was 

deployed to collect data from SHT11 and infrared temperature sensors, in the light 
upper plane, and to add analog channel selection in the transformer, and experimental 

testing is conducted to verify the proposed hardware and software solutions. In the 

second stage, the WSN was deployed in the greenhouse to assess system performance, 

e.g. range, robustness and flexibility. Fig.4 depicts the experimental setup in the 

greenhouse.  

 

Fig.4. Image of device in the greenhouse 

 



As shown in Fig.5, we sent transport downlink commands from the remote server 

to nodes in the WSN, with a new configuration table for obtaining sensor data from 

the greenhouse. Fig.6 shows real-time data via the browser. 

 

Fig.5. Channel configuration of each node by monitor center 



 

Fig.6. Real-time data displays via the web 

 

When considering the deployment of wireless multi-hop networks in the 

greenhouse, we must evaluate basic performance parameters such as radio 

performance (e.g., received signal strength, coverage ranges and link failure 

probability) with growth of crops. RSSI and LQI are important indicators of the 

measurement for link quality. In this experiment, the RSSI value versus the change of 

distance and obstacles is depicted in Fig.7, indicating that obstacles had a major 

impact on link quality. 



 

Fig.7. RSSI Measurement 

 

Also, the network nodes periodically upload their own network information and 

data collected, including topology information to the data center stored in the database. 

The data in the database dynamically updates every hour, and when the client queries 

the topology, the web server then searches the database and displays the network 

topology in the browser. The client can see which node has left the network because 

of energy depletion and other reasons via the topology view, and then can add new 
nodes and re-deploy nodes as needed, as shown in Fig.8.  



 

Fig.8. Network topology 

5. Conclusions 

The application of the WSN as a measurement tool in broad ranges for monitoring 

environmental and plant parameters has the obvious advantages of faster deployment, 

unlimited installation flexibility for sensors, and better mobility than wired networks. 

Thus, the Web-based system has realized the display of the network topology, and the 

sensor data from the nodes. RSSI and LQI were important performance indicators for 
data transmission, and the system was able to obtain RSSI and LQI values with the 

growth of crops in the greenhouse. Also, the system offers flexibility, i.e. it is 

customizable in terms of replacing sensors to enable variations such as the type of 

sampling channel and the sampling frequency used.  
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