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Abstract. Neural networks have represented a serious barrier-to-entry in their
application in automated fraud detection due to their black box and often
proprietary nature which is overcome here by combining them with symbolic
rule extraction. A Sparse Oracle-based Adaptive Rule extraction algorithm is
used to produce comprehensible rules from a neural network to aid the
detection of credit card fraud. In this paper, a method to improve this extraction
algorithm is presented along with results from a large real-world European
credit card data set. Through this application it is shown that neural networks
can assist in mission-critical areas of business and are an important tool in the
transparent detection of fraud.

Keywords: fraud detection, credit card, neural applications, rule extraction,
neuro-symbolic, data mining.

1 Introduction

The Oxford dictionary defines fraud as, “wrongful or criminal deception intended
to result in financial or personal gain”. Fraud can involve the use of stolen credit,
debit, fuel or gift cards, opening a bank account through identity theft, concealing the
source of illegally or criminally received money, making a wrongful or exaggerated
claim for medical expenses through insurance or social security claims, etc. Fraud
can be found in on-line shopping, computer gaming, telecommunications, banking,
social security, tax evasion, customs fraud, insurance claims, payments and financial
services, to the illegal sale of endangered species. The list of crimes and their targets
is disappointingly long.

Public perceptions of fraud are often tempered by a belief that it is a “white-collar”
crime which targets the wealthy, government and big business and is of less concern
as the effects are cushioned for the victim [1]. However, violent criminals are
increasingly moving into fraud [2] so that fraud can involve the threat of violence
including murder. In the USA, the fear of fraud supersedes that of terrorism,
computer and health viruses and personal safety [3]. In the UK the Attorney General
described fraud as, “second only to drug trafficking in causing harm to the economy
and society.” [4]. Today, the proceeds from fraud are paying for organised crime,
drug smuggling and terrorism [5]. It was estimated that in the UK fraud cost £30bn in
2010, that is 1.3% of the entire UK economic output [6]. In the US, the fraud cost was



estimated at $994bn in 2008 [7]. Whatever country, it seems that fraud is large and
there is a human cost for each individual act of fraud [8].

The detection of fraud is a complex scientific and business challenge. The datasets
are large and therefore need to be properly sampled as it becomes computationally
impractical to use the natural population. Real world transactional data is noisy,
unbalanced, computationally expensive to maintain and highly dimensional. Such
data is skewed, has uneven distributions and contains a mixture of symbolic and
continuous variables. The dataset is sparse - there is a large quantity of transactional
data which contain only a small number of example frauds. Often researchers are
unable to report on real fraud datasets due to their sensitivity with many published
papers using either synthetic or small datasets; where there is no reason to believe that
the conclusions drawn will hold true when they are scaled-up to large, real-world
applications [9], [10].

1.1 Payment Card Fraud

One common type of fraud is payment card fraud – this is the criminal act of
deception through the use of a physical plastic card or card information without the
knowledge of the cardholder. When a transaction takes place, the details of that
transaction are processed by the acquiring bank for authorisation. It is reported that in
2009, the USA total card fraud losses cost banks and merchants $8.6 billion [11] and
in the UK £609.9 million [12]. To detect this fraud, organisations use a range of
methods; manual methods and some form of automated Fraud Management System
(FMS) [13]. The FMS is often a rule-based system that stores and uses knowledge in
a transparent way and is easy for a Fraud-Analyst to modify and interpret. Rules
provide a convenient mechanism for explaining decisions. However, the generation
of comprehensible rules is an expensive and time-consuming task, requiring a high
degree of skill both in terms of the developers and the Fraud-Analysts concerned.
The performance of the FMS is dependent upon the skill of the Fraud-Analyst and
how past data and events are interpreted by them.

An alternative to rules is the use of a learning approach that does not require expert
knowledge but learns from examples given in transaction data. A model is formed
that can then be used on new transactions to make a decision. The ability of such a
model to generalise is fundamental. One such method is to use supervised neural
networks that have been widely used to learn from fraud data [9], [14], [15].

Supervised neural networks are essentially a collection of large numbers of real-
valued parameters (weights, etc.) with no obvious method to determine their meaning.
The knowledge is represented by the distributed weights between the connections, the
threshold values and activation functions. The uptake and use of neural networks has
been hampered by their “black box” nature and the requirement for often proprietary
software to implement the neural network model to be deployed on a server within a
mission-critical part of the business – a serious barrier-to-entry in the automated use
of FMS.



1.2 Mission Critical Application

Once a transaction is made a decision has to be taken to accept or refer/decline the
payment. This authorisation process is part of a real-time payments system, which
means that the FMS is mission critical – it's failure will cause damage to the business
in terms of both money and reputation. It is for this reason that many businesses are
reluctant to deploy a FMS that is based on a neural network, where the exact method
of fraud detection is kept hidden and they are reliant on their supplier. Many
businesses require a transparent approach to fraud detection so that both Fraud-
Analysts and management teams can understand exactly why a decision to
refer/decline is being made.

A practical solution to promote the widespread use of neural networks within FMS
is to use them off-line. One approach is to use the neural network to create evolving
models that automatically learn from patterns in transaction data of payment cards
that can then be used to extract knowledge in the form of symbolic rules. The rules
can be formatted into human-readable ANSI SQL statements that can then be
deployed within an existing live Fraud Server environment. This will allow existing
FMS systems (that support SQL) to be used and reduce the need for expensive and
time consuming creation of manual rules and reliance on Fraud-Analysts.

1.3 Rule Generation

There are a number of rule induction algorithms that can be used to generate rules
from a dataset. One common method is the decision tree - based on information gain
[16]. In applications where the dataset is large and contains noise, such as fraud
detection, this approach and others have been found to generate a large number of
rules where each rule has many conditions and are unfortunately difficult to
understand. A key objective for a FMS is to use as few rules as possible – as a
“global” view of the fundamental fraud factors is generally preferred over actual
accuracy. Neural networks have shown considerable promise in terms of accuracy
with generalisation for fraud detection. There are two key approaches to rule
extraction from a neural network: (1) Decompositional, (2) Pedagogical. A
decompositional approach is where rules are created using heuristic searches that
guide the process of rule extraction [17], [18] by decomposing the neural network
architecture and therefore produce rules that represent the internal architecture. Since
there is no reason for individual neurons to represent a recognisable “concept”, the
extracted rules are often not sufficiently comprehensible. A pedagogical approach is
where a set of global rules are extracted from the neural network in terms of the
relationships between only the inputs and the outputs [19], [20]. These individual
rules are then combined into a set of rules that describes the neural network as a
whole. The main difficulty with this approach is that the size of the search space is
large so that a straightforward search is not practical in real-world problems, where
even a small number of input neurons (fields) mean an unrealistic level of computing
power is required.



2 SOAR Extraction

The Sparse Oracle-based Adaptive Rule (SOAR) extraction algorithm is detailed in
[21] and uses sensitivity analysis to avoid the exhaustive decision boundary searches
of other neural rule extraction algorithms e.g. [22], [23], [24]. The SOAR algorithm
shown in Figure 1, is independent of the neural structure and here uses a standard
Multi-Layer Perceptron (MLP) as a Neural “Oracle” which was chosen as a classifier
to produce good generalisation and noise-tolerance. Sparse fraud examples are used
as the initial search space “seeds” – since (randomly) locating fraud points on the
decision boundary in a large search space would be otherwise inefficient. SOAR has
the following steps:

1. Continuous valued fields are converted into discreet literals using a well
known clustering algorithm called ART2 [25] that is applied to group
together similar fraud examples. The algorithm creates a new cluster when
the input does not belong to the cluster that was determined as most
probable, based on a user defined parameter. The Euclidean distance
measure is used for measuring similarities between the input pattern and
the exemplars in each cluster.

2. The trained MLP neural system is used as an oracle, to interrogate.
3. Prototypes are formed by grouping similar examples from the fraud

dataset class to reduce complexity.
4. The prototype generated is “expanded” to cover the largest area on the

decision boundary that continues to represent a single class e.g. {genuine,
fraud}. This is accomplished using the neural network as an oracle where
the binary digits in each literal in the prototype are sequentially activated
e.g., {1,0,…0}, {0,1,…0} until {0,0,…1} and the class membership
determined by the oracle. In the case of a discretised numeric type each
bi represents a contiguous real range and so the search is simplified by
only having to activate each in turn, ({b1,b2,bm}, ⊕)=1. Only fields that
represent continuous values are expanded since it would make no sense to
expand an unordered nominal field. The aim is to capture the
generalisation of the neural model while covering as much of the space
contiguously as is possible. This is then used to create a propositional
rule as a list of antecedents as a combination of the expanded input fields.

5. The rules are optimised to avoid overlap, duplication and redundancy.
This step includes rule pruning to remove rules that have a large estimated
error and those which never “fire” (have zero coverage) for the training
set.

6. A false-positive ratio is calculated for each rule using the Training
Dataset. Those rules that have a large ratio (i.e. produce a large number
of false-positives compared to the correct number of frauds detected) are
removed.



Since the fraud data examples are sparse, the above procedure is computationally
efficient. This approach will approximate the classification capability of the neural
network by creating a set of rules. The optimisation steps 5 and 6 above aim to
improve comprehensibility by reducing the number of rules and approximation errors.

Figure 1. SOAR Extraction Framework.

2.1 Extended SOAR Extraction

In [21] the algorithm only extracted rules for the fraud class. The algorithm has
been extended here, called SOAR II, so that steps 3 and 4 are repeated to extract rules
for a sample of the genuine class. For those points that overlap/intersect within the
two sets of rules, false positives will be generated and the fraud rule is “trimmed” so
as to remove the overlap. To compare the performance of the two versions of SOAR
extraction experiments were completed using the same dataset with both approaches.

3 Experimental Results

A dataset was provided by a large European company that processes a high volume
of transactions per day. The fraud class priors are highly skewed. It has been shown
that such a class imbalance may not allow learning algorithms to create good models
[26] so sampling has been used. This sampled dataset was created from a natural
population of transactions over a fixed time period so as to be representative of the
natural population containing all of the known fraud, shown in Table 1.



Table 1. European Credit Card Fraud Dataset for Natural Population.

Feature Total
Transactions 60m
Cards 8m
Number of Fraud Transactions 4,000
Value of Fraud Transactions €1m
A priory transaction fraud 1:15,000

3.1 Pre-Processing and Sampling

The pre-processing was designed to enhance the modelling characteristics of the
provided dataset through the following steps:

 All records checked for incomplete or missing data. These records are
ignored if found.

 Additional feature fields (such as average spend in previous 30-days) are
calculated and added to each transaction record.

 Attempts are made to identify outliers in the data and to remove them.
 Assessing the relevance of each field (to ensure maximum entropy).
 Identifying redundancy in the data.
 Relevance determination.
 Redundancy removal.
 Frequency histograms of numeric data are created to ascertain which

variables could benefit from transformation.
 Frequency analysis of symbolic data is undertaken to ascertain which low

frequency variables could benefit from being grouped (into SQL tables).
 Re-weighting and splitting.

The pre-processing splits the transaction data into two datasets, shown in Table 2.

Table 2. Sampled Datasets.

Training
Dataset

Consists of a randomly selected proportion of the transaction data where the
class is known. This information is used by the training algorithm to train the
neural network to learn the relationships within the data.

Validation
Dataset

Consists of a sample of data where the outcome is known and is used only
once the model has been completed to validate the accuracy of the model.

3.2 Neural Network Training

A three layer MLP architecture was selected as is was the common choice in the
previously mentioned research and so is representative of the range of classifiers that
could be used. All neuron values were in the range [0,1] using a standard sigmoidal
activation function. The training of the neural network is an iterative process that
requires considerable processing power to complete where the more transactions



presented the longer the algorithm will take. For this reason a Training Dataset was
created as a sub-sample shown in Table 3. The Training Dataset used a small sub-
sample of 40,000 transaction records with 2,800 example fraud transactions. The
remaining 1,200 fraud transactions were reserved as “unseen” in a Validation Dataset
to produce performance metrics given in Table 4. The MLP was then trained using
this Training Dataset by interleaving and repeating the fraud examples with the
genuine examples so that they were re-balanced. The Conjugate Gradient Descent
(CGD) [27] training algorithm was then used. Using a Constructive Algorithm [28]
the number of hidden neurons in the hidden layer was automatically determined by
starting at a single neuron and then dynamically growing the layer by adding
additional neurons until the stopping criteria is reached; in this case, the final MLP
had 60 discreet inputs, 10 hidden and 1 output neuron.

Table 3. Dataset Distribution.

Total Sample Training Dataset Validation Dataset

Total Transaction Records 1,100,000 40,000 4% 1,060,000 96%
Containing Fraud Records 4,000 2,800 70% 1,200 30%
Value of Fraud Records €1,000,000 €703,000 €297,000

3.3 Rule Extraction

Once the neural network was trained, the SOAR and SOAR II extraction
algorithms were applied to the Training Dataset and two rule sets created. A
confusion matrix was used to evaluate the performance of both the trained neural
network and the extracted rule set using the Validation Dataset. The metrics used for
calculating accuracy and precision are given in equations (1), (2) and (3).
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While the standard evaluation metrics are important, in the practical application of
the approach these need to be projected into the real world. Businesses that deploy a
FMS generally have a case management system to review the fraud alerts generated
by the rules and have a maximum number of alerts that they can reasonably review in
a day. Therefore, performance needs to be projected to the natural population with
reference to the number of alerts per day:
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Here, Sg is calculated as 53 (4), Rt is 0.04 (5) and the resulting performance metrics
are given in Table 4, where a “card” is a sequence of transactions linked by a single
card number. The number of antecedents in each rule is a good measure on human
comprehensibility; shorter and simpler rules are more straightforward to understand
than complex rules.

Table 4. Evaluation using the Validation Dataset only.

Neural SOAR I SOAR II
#Rules - 47 44
Average Antecedents - 9.4 9.4
Accuracy (1) 63% 91% 93%
Precisiongenuine (2) 63% 91% 93%
Precisionfraud (3) 88% 87% 73%
Transaction False Positive Rate (6) 1:468 1:219 1:215
Transactions alerted per day (7) 7,385 1,734 1,778
Transactions correctly alerted per day (8) 8 8 8
Cards alerted per day 975 238 201
Cards correctly alerted per day 1.7 1.7 1.6

For reasons of space, just the top rule from the SOAR II extraction algorithm is
presented - this single rule captures over 30% of all frauds in the Validation Dataset.
Separate SQL tables of values are created during the pre-processing
clustering/grouping stage, e.g. L1 could contain {France, Germany, Spain, Italy,
Netherlands}, meaning true if any one of the countries listed is in the transaction field.

IF RECORDTYPE=(SA) AND COUNTRY=(L1) AND CODE=(CODE1) AND PRDCODE=(10) AND
NETW=(ID1) AND TRANSTYPE=(5) AND IND=(1) THEN FRAUD

In SQL:

SELECT * FROM [TRANSACTIONS] WHERE RECORDTYPE IN
(SELECT A FROM SA) AND COUNTRY IN (SELECT A FROM L1)
AND CODE IN (SELECT A FROM CODE1) AND PRDCODE=10 AND
NETW IN (SELECT A FROM ID1) AND TRANSTYPE=5 AND IND=1;



3.4 Analysis

From Table 4, SOAR II has extracted three fewer rules than the original algorithm
with a similar accuracy but at the expense of the fraud precision; those rules that have
been omitted in SOAR II were generated from genuine transactions that completely
overlap the fraud transactions in the Training Dataset – they are therefore impossible
to classify into a single class as they are indistinguishable from each other. The rules
in both cases outperform the neural network in terms of accuracy. It is suggested that
the rules are able to outperform as the boundaries located are crisp boundaries so that
the (inaccurate) generalisation of the neural model is not captured in the extraction.
This tends to create rules that do not cover the decision boundary correctly as
evidenced by the reduced precision which tends to reduce the false-positive rate
suffered by the neural network. The false-positive rate is further reduced by pruning
those rules that exhibit a high rate, reducing precision but contributing to improved
accuracy. There is no such equivalent process for the neural network. The Fraud-
Analysts found that the SOAR II rules were easier to understand and identified both
already known patterns as well as previously unknown patterns of fraud.

4 Conclusions

Accurate rules can be extracted from a trained neural network that can then be
inspected and applied in a live FMS environment. This removes the fear of applying
neural networks within a mission critical part of a business. The rules are easy to
understand and can be produced rapidly, reducing the workload on Fraud-Analysts.
SOAR II extraction used on a regular basis has the promise of enabling a more
dynamic FMS that can respond to the changing patterns of fraud. It is anticipated that
the SOAR II extraction approach can be applied to many other areas of fraud
detection where transparency of the decision is important.
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