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Abstract This study proposes an Artificial Neural NetworkNW) and Genetic
Algorithm model for diagnostic risk factors selectiin medicine. A medical dis-
ease prediction may be viewed as a pattern cleasdh problem based on a set of
clinical and laboratory parameters. Probabilistieunal Networks (PNNs) were
used to face a medical disease prediction. GeAdgiarithm (GA) was used for
pruning the PNN. The implemented GA searched féintgd subset of factors that
fed the PNN to minimize the number of neuronshim ANN input layer and the
Mean Square Error (MSE) of the trained ANN at t&tihg phase. Moreover, the
available data was processed with Receiver Opegrattharacteristic (ROC)
analysis to assess the contribution of each faotonedical diagnosis prediction.
The obtained results of the proposed model areceordance with the ROC
analysis, so a number of diagnostic factors inepdi record can be omitted,
without any loss in clinical assessment validity.

1 Introduction

Artificial Intelligence (Al) engineering is a relaely modern scientific field and
has been reinforced by computer technology advaenerrtificial Neural Net-
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works (ANNSs), Genetic Algorithms (GAs) and Fuzzydio are non symbolic ap-
proaches of Al.

ANNSs have been proved as a powerful tool for sgvinvariety of problems
[1, 2] The problems’ categories, where ANNs haverbapplied, are bioengineer-
ing [3], signal processing [4], environmental suitgg5, 6] and other fields.

While the results of medical statistic models aatis§actory, there are non-
linear models that may contribute to the enhance¢miemedical decision support.
In particular, ANNs have the ability to correlatgout data to corresponding out-
put data. Especially, ANNs have effectively conitdxdl to disease diagnosis [7-
14], like oncology [9], pediatrics [10], urology(Q]111], pediatric surgery [12], or-
thopedics [14], etc.

In an ANN design stage, the implementation of thetbANN architecture to
solve a real-world problem is relatively complexn8ural network with few neu-
rons implies inadequate lore, while a big one leadgoor generalization ability,
presenting overfitting [15]. Early works for thevestigation of appropriate ANN
structure is achieved by trial and error methodweleer, in the last few years,
more efficient methods for designing ANN architee) automatically, have been
developed.

This study presents a GA for the ANN pruning angl detection of the essen-
tial smallest input data of diagnostic factors AN training. The obtained ANN
architecture uses diminished number of diagnostatofs and has an evolved
structure, without any loss in terms of its perfanmoe and functionality ability.

The abdominal pain diagnosis except of the traditionethods (clinical, labo-
ratory, imaging) could also be supported by nunadlsicscoring systems, fuzzy
logic techniques, etc [16]. The aim of implementaethod was the detection of
essential diagnostic factors for construction of\BNto estimate the abdominal
pain in childhood.

The obtained results were compared with the Recé&yperating Characteristic
(ROC) analysis outcome. There was a high levelofzergence between the two
methods and some of the diagnostic factors haweeprto be essential for clinical
evaluation and prognosis, whereas, some otherrfactuld be excluded during
clinical estimation, without any loss in ANNSs’ prmogsis accuracy. From a techni-
cal point of view, the detection of essential diagfit factors gives the ability for
the design of an ANN with simpler structure and iayed performance, because
ANN training is based on smaller data sets.

2  Atrtificial Neural Network’s Pruning With Genetic
Algorithm

Both ANNs and GAs are inspired by biological pramess However, ANNS’
learning is based on individuals (phenotypic leaghi while GAs adapt a popula-
tion to changing environment (genotypic learning)recent years, there is a large
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body of literature in combination of GAs and ANN® produce evolutionary
ANNSs, with improved performance and simplified atettures [17].

Trial and error method, which is used for the impdatation of ANNSs, is com-
putationally complex and does not ensure that tbpgsed architecture is the best
one. These restrictions conduced to the developwmientore efficient methods
which are divided in constructive and pruning (desfve) algorithms [18, 19].
Constructive algorithms start with a minimum numbémneurons for ANNs and
dynamically add neurons, generating more compleXNANo achieve a satisfac-
tory ANNSs solution. On the other hand, a pruningoaithm starts from maximal
ANNSs and cuts nodes, layers and synaptic connectilning the training based
on already collected data.

The constructive and destructive algorithms migivestigate restricted topo-
logical subsets instead of complete space of ANRthitectures [20]. GAs are
another approach to solve the problem of ANN'’s enpéntation. GAs are an op-
timization tool when the search space is of greanmexity and large size. The
determination of optimal ANN structure that sohasspecific problem can be
achieved by a GA search [15, 21, 22].

3 Receiver Operating Characteristic

A Receiver Operating Characteristic (ROC) is a biegd plot of the True Positive
Rate (or sensitivity) versus False Positive Rate gpecificity) for a classifier sys-
tem as its discrimination threshold is varied.

Sensitivity and specificity are statistical measuoé the performance of a bi-
nary classification test. The sensitivity measuhesproportion of actual positives
which are correctly identified as such. The peragatof children with abdominal
pain, who need to be operated, is the sensitifihe mathematical equation of
sensitivity or True Positive Rate (TPR) is

TP
TP+ FN W
where TP is the number of true positive patterrs N is the number of false
negative patterns.
The specificity measures the proportion of negatiwhich are correctly identi-
fied. In particular, the percentage of childrenihgvabdominal pain and have not
to be operated is the specificity. The mathemagqalation of specificity is

Sensitivity (TPR) =

N
2
TN + FP @)
where TN is the number of true negative patterristhe FP is the number of
false positive patterns.
The correlation between specificity and False RasRate (FPR) is
SPC =1-FPR=

FPR=1- SPC ©)

Soecificity (SPC) =



198 Dimitrios Mantzaris et al.

ROC analysis provides tools to select possiblyrmatimodels and to discard
suboptimal ones independently from the cost contexthe class distribution.
ROC analysis is used for diagnostic decision makimgnedicine, radiology,
psychology and other areas for many decades. Nogwadahas been introduced
in other areas like machine learning and data rgif23].

The essential statistic from ROC is the Area Undarve (AUC), which is a
measure of overall accuracy that is not dependeon @ particular threshold [24].
The mathematical equation of AUC is

n_oxn 4l ==l 4
=i 2 )

AUC=

nn
+  — xesetof alltestresults

where x is each value of a diagnostic factor for cased wibsitive actual
states, x_is each value of the same diagnostiorféar cases with negative actual
states, nis the sample size of data set.([@ontained cases with positive actual
states, and n_ the sample size of data seét¢bntained cases with negative actual
states.

The AUC can be utilized as an estimator of theriisoatory performance of
the diagnostic factors of a system. The AUC foysteam without resolving power
equals to 0.5, while the AUC for a system with petfdiscrimination equals to 1.
It is clear that the AUC for a system with satiséag resolving power is between
0.5 and 1. The greater of AUC, the best discrinmamaability for the system [24].

4  Data Collection

The abdominal pain data was obtained from the Bédi@urgery Clinical Infor-
mation System of Alexandroupolis’ University HogpitGreece. The appendicitis
diagnosis is based on 15 clinical and biochemiaetidrs which are sex, age, relig-
ion, demographic data, duration of pain, vomituasrtiea, anorexia, tenderness,
rebound, leucocytosis, neutrophilia, urinalysisnperature and constipation. The
possible diagnosis stages are discharge, obsenyatiofindings, focal appendici-
tis, phlegmonous or supurative appendicitis, gamgue appendicitis and peritoni-
tis. These factors and the diagnosis stages atedesgdribed in Table 2 and Table
1, correspondingly, in [12]. As presented in [1BE possible stages of abdominal
pain examination are seven, whereof four stagesaddroperative treatment and
three are referred for conservative treatment.

The present study is based on a data set congiétetlé cases, whereof 422
(81.78%) normal and 94 (18.22%) underwent operatigatment. The pruned
data set, used in the proposed model, was divided d set of 400 (77.52%)
records for construction of PNNs and another seliff (22.48%) records for
assessment of PNNs’ performance.
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5 Evolutionary PNN Architecture

The aim of the present study is the eliminatiomladominal pain in childhood di-
agnostic factors and the determination of essedi@jnostic factors for evolved
ANN implementation.

A Probabilistic Neural Network (PNN) is the selet#®NN architecture among
a great variety of ANN topologies that was usedhis study. A PNN which is
based on Parzen’s Probabilistic Density FunctidbRPestimator, is a three-layer
feed-forward network, consisting of an input laygradial basis and a competi-
tive layer [25].

As it was mentioned in section 4, the number ofoahidal pain diagnostic fac-
tors equals to 15. The possible combinations afitiiata subsets are given by fol-
lowing mathematical notation,

N!
€= KI(N — k)! )
where N is the maximum number of diagnostic facf{arsthis problem N = 15)
and k is an integer for the number of diagnostatdes of each input data subset.
The k variable’s values are range from 1 to 15.

The chromosome’s length of each individual was etpuahe total number of
diagnostic factors, so that the population of tlsedi GA consisted of binary
strings of 15 bits. The GA used is two-objectivejg the GA has to search for di-
agnostic data sets that at the same time: (a) rzaitme number of diagnostic
factors used during the training phase and thezafinimize the number of nodes
in ANN input and hidden layers, and (b) minimize tMlean Square Error of the
testing phase. For this purpose, the followingefis function was used:

f =MSE + 'ﬁ (5)
where | is the number of ANN input nodes and Nhis tnaximum number of di-
agnostic factors in the original, full-sized traigidata set.

To find out the essential diagnostic factors thet be used for evolutionary
PNN, different experiments were performed usingstattered crossover, single-
point crossover, two-point crossover and uniformsspver, as well as gaussian
mutation and uniform mutation binary GA operators.

6 Experimental Results

The aim of the present study is the eliminatioraloflominal pain diagnostic fac-
tors based on GA search for the essential and aptiombination of necessary
factors for PNN construction.

Whereas, the PNNs architecture is constrained &wttailable features of spe-
cific problem, the width of the calculated Gaussianve for each probability den-
sity function have to be defined. In the presentyt this spread factor varied
from 0.1 to 100.
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An extensive investigation was performed, to astke PNNSs' performance
for training and testing full-sized data set coteslf all the 15 diagnostic factors.
The obtained results for best-implemented PNNspaesented in Table 1. The
radbas and compet were the transfer functionsiétitelm and output layers, corre-
spondingly.

The number of neurons for input and hidden layérBNNs was specified by
the number of diagnostic parameters and the caséwining set, correspond-
ingly. The number of neurons for PNNs’ output lay®rseven and is based on
coding of possible diagnosis according to [12]. Vhkies of spread and the MSE
for the PNNs with the best performance are recqrdedespondingly, in the®1
and 2° column of the Table 1.

Table 1. Spread and MSE for the best implementeldsPhith full-sized data set

Spread MSE
0.1 0.0025
1.0 0.0025
10.0 0.14
100 0.5375

The obtained results by executing the GA are ptesein Table 2. The" col-
umn of this table depicts the fitness value of ¢tiimal individual, the 8 col-
umn, the MSE of the optimal individual and tH& eblumn the independent diag-
nostic factors that were used as inputs for PNNstraction. It is mentioned that
the forenamed values were recorded for the sanvevalf spread as in Table 1.

As it is presented Table 2, the GA managed to agevto PNNSs that used 7 up
to 8 of the 15 diagnostic factors. At the same tithe MSE of PNNs that were
trained with the pruned input data sets is sigaiftty decreased in accordance of
MSE of trained PNNs with 15 diagnostic factors. €sguently, the diagnostic
ability of evolved PNNSs is improved in compare witifi-sized trained PNNSs.

The decrease in genetically trained PNNs is obttaer of 3.15% to 18.9%, de-
pending on the value of spread. The diagnostiofaavhich are more effective on
PNNs training and testing are Demographic Dataafbom of Pain, Leycocytosis,
Neutrophilia and Temperature.

7 ROC Curves

The available data set of appendicitis’ records maxessed by ROC analysis.
The aim of this data processing was evaluatiomyfortance role of each diag-
nostic factor for appendicitis estimation. The aldd results are summarized in
Table 3. The diagnostic factors are presenteddm@umn of the Table 3, while
the Area Under Curve of ROC for each factor is réed in the % column of this
Table. Each PNN network was evolved geneticallpgislifferent crossover and
mutation operators so the Table 2 records two ifferesults for each spread
value.
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Table 2. MSE of PNNs trained with pruned sets afjdbstic input factors

Spread Fitness MSE Diagnostic Factors
Value

Demographic data, Vomitus, Re-
0.03196126  0.00242131 bound, Leucocytosis, Neutrophilia,
Temperature, Constipation
Demographic data, Duration of pain,
0.03753027 0.00000000  Anorexia, Tenderness, Leucocytosis,
Temperature, Constipation
Age, Duration of pain, Diarrhea,
0.00823245 0.00242131  Anorexia, Tenderness, Leucocytosis,
Neutrophilia, Temperature
Age, Religion, Duration of pain,
0.00435835 0.00000000 Tenderness, Lecocytosis, Neutrophilia,
Temperature, Constipation
Age, Demographic data, Duration of
10.0 0.16319613 0.11380145 pain, Diarrhea, Leucocytosis, Neutro-
philia, Temperature
Sex, Age, Demographic data, Dura-
1.75484262  0.43583535 tion of pain, Tenderness, Leucocytosis,
Urinalysis
Sex, Demographic data, Vomitus,
1.58002421 0.47457627  Anorexia, Tenderness, Leucocytosis,

0.1

1.0

100

Urinalysis
Table 3. Area of Diagnostic factors’ curves
Nr Diagnostic Factors AUC
1 Sex 0.511
2 Age 0.357
3 Religior 0.56(
4 Demographic da 0.57:
5 Duration of Pai 0.50¢
6 Vomitus 0.78i
7 Diarrhes 0.53¢
8 Anorexic 0.69(
9 Tendernes 0.947
10 Rebount 0.89¢
11 Leucocytosi 0.94¢
12 Neutrophilie 0.977
13 Urinalysis 0.07:
14 Temperatur 0.92¢
15 Constipatiol 0.51¢

The AUC is an important statistic of ROC analygisvalue of area larger than
0.5, proves the importance role of a diagnostitofafor appendicitis estimation.
As it is shown in Table 3, the most important diagfit factors are Religion,
Demographic Data, Vomitus, Anorexia, TendernessboRed, Leucocytosis,
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Neutrophilia and Temperature.

The Sex, Duration of Pain, and Constipation arameters without significant
contribution to appendicitis prediction as theilues of AUC are equal to 0.5.
The Age and Urinalysis are diagnostic factors tizate not the ability to discrimi-
nate true positive patients as their value are 0.&8&d 0.073, correspondingly,
which are smaller than 0.5.

The results as obtained by genetically evolved Plahg ROC analysis were
further processed. The aim of this processing ésitlvestigation of the conver-
gence in terms of proposed diagnostic factors fipeadicitis estimation. It is
concluded that Tenderness, Leucocytosis, Neutriaphitd Temperature are es-
sential factors for appendicitis prediction, sostheparameters are strongly rec-
ommended have to be recorded for each patient.

8 Discussion

This study presents a specific GA to evolve thesstdbof patients’ data that are
used as inputs for PNN construction and testingerAddequate steps of genetic
evolution, the GA converged to diagnostic factoubsets that were consisted
from 7 or 8 over a total of 15 diagnostic factoffie evolved PNNs overper-
formed the full-trained PNNs in terms of the MSEnSequently, the implementa-
tion of PNNs based on specifically selected diagodactors, instead of all of
them resulted to increase of PNNs’ performance @nognostic ability while at
the same time the training procedure was spee@hgcomparison of genetically
evolved PNNs’ outcomes with those of ROC analysisctudes that the medical
diagnostic factors present a high level of redunglaand overlapping. Therefore,
a number of the diagnostic factors for appendieissmation may be omitted with
no compromise to the fidelity of clinical evaluatio
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