
Chapter 11

REAL-TIME DETECTION OF COVERT
CHANNELS IN HIGHLY VIRTUALIZED
ENVIRONMENTS

Anyi Liu, Jim Chen and Li Yang

Abstract Despite extensive research, covert channels are a principal threat to in-
formation security. Covert channels employ specially-crafted content or
timing characteristics to transmit internal information to external at-
tackers. Most techniques for detecting covert channels model legitimate
network traffic. However, such an approach may not be applicable in
dynamic virtualized environments because traffic for modeling normal
activities may not be available.

This paper describes Observer, a real-time covert channel detection
system. The system runs a secure virtual machine that mimics the
vulnerable virtual machine so that any differences between two virtual
machines can be identified in real time. Unlike other detection systems,
Observer does not require historic data to construct a model. Experi-
mental tests demonstrate that Observer can detect covert channels with
a high success rate and low latency and overhead.
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1. Introduction

The widespread deployment of firewalls and other perimeter defenses to pro-
tect enterprise information systems has raised the bar for malicious external
attackers. However, these defensive mechanisms are ineffective against insid-
ers, who can access sensitive data and send it to external entities using secret
communication channels. According to the Computer Security Institute [13],
the percentage of the insider attacks rose to 59% in 2007. Insider attacks have
overtaken viruses and worms as the most common type of attack [3].

A covert channel is a communication channel that can be exploited by a pro-
cess to transfer information in a manner that violates system security policies.
A successful covert channel leaks information to external entities in a manner
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that is often difficult to detect. Researchers have proposed a variety of ap-
proaches to detect and prevent covert channels. Most covert channel detection
approaches [4, 6, 7, 11, 26] construct models based on clean traffic and detect
covert channels by searching for deviations in actual traffic. Upon detecting a
covert channel, a variety of countermeasures [10, 16, 17, 30] can be applied to
manipulate traffic and prevent information leaks.

While the approaches are effective against most covert channels, they require
a sufficient amount of clean traffic. However, in networked virtual environ-
ments, such as those encountered in cloud computing, creating suitable models
from clean historic traffic is problematic, mainly because the traffic associated
with most virtual machine services is highly dynamic in nature. For example,
virtual machines may migrate arbitrarily across virtual networks, revert to the
snapshot of a saved state, or may run multi-booting systems. In such cases,
clean historic traffic is either unavailable or the available traffic does not reflect
the characteristics of clean traffic.

To address these challenges, we have designed and implemented the Out-
bound Service Validator (Observer), a real-time covert channel detection sys-
tem. Observer leverages a secure virtual machine to mimic the behavior of
a vulnerable virtual machine. It redirects all inbound traffic destined to the
vulnerable virtual machine to the secure virtual machine, and differentiates be-
tween the outbound traffic of the two virtual machines to detect covert chan-
nels. Unlike existing approaches, Observer operates in real time and does not
require historic traffic for modeling normal behavior. It can be dynamically
incorporated in a cloud infrastructure when a vulnerable virtual machine has
been identified. Moreover, the implementation is transparent to external at-
tackers, which minimizes the risk that the detection system itself is the target
of subversion. Experimental tests demonstrate that Observer can detect covert
channels with a high success rate and low overhead. In particular, it induces
an average 0.05 ms latency in the inter-packet delay and an average CPU usage
increase of about 35% in a virtual network with 100 Mbps throughput.

2. Related Work

A number of differential analysis approaches have been developed for intru-
sion detection. Our approach is closely related to that of Netspy [31], which
compares outgoing packets from a clean system with those from an infected
system. However, our approach represents an advancement over Netspy’s ap-
proach. First, Netspy detects spyware that leaks private information as plain-
text in HTTP responses; in contrast, our approach detects stealthy attacks,
such as covert channels, that involve information leaks using encrypted traffic.
Second, in order to generate signatures, Netspy assumes that spyware gener-
ates additional network traffic from the infected system; this assumption fails
when information is transmitted through a passive covert channel that does
not generate extra traffic. Third, Netspy correlates inbound packets with the
corresponding outbound packets that are triggered; this approach fails to de-
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tect sophisticated covert channels that postpone outbound packets to ensure
that inbound and outbound packets cannot be correlated.

Privacy Oracle [15] employs an approach similar to ours to discover informa-
tion leaks. It uses perturbed user input to identify the fields of network traces
by aligning pairs of network traces. Siren [5] uses crafted user input along with
a description of legitimate user activities to thwart mimicry attacks. However,
both Privacy Oracle and Siren are unable to differentiate anomalous output in
order to detect covert channels.

The approach of Mesnier, et al. [20] predicts the performance and resource
usage of a device using a mirror device. However, this approach is designed
to predict the workload characteristics of I/O devices. Our approach, on the
other hand, deals with the more difficult problem of detecting covert channels.

A number of methodologies have been proposed for creating covert channels
[6, 12, 18, 27] and for detecting covert channels [1, 11, 19, 23]. The accuracy of
these techniques depends on the availability of a good model and a substantial
quantity of clean historic traffic. Our approach is superior in that it works
online and neither requires modeling nor clean historic traffic. Moreover, it can
be deployed dynamically or migrated across a networked virtual infrastructure,
which renders it an attractive solution for highly virtualized environments.

Several researchers have applied covert channel design schemes to trace sus-
picious traffic. For example, Wang and Reeves [34] employ well-designed inter-
packet delays to trace suspicious VoIP traffic [32, 33]. In contrast, our work only
focuses on detecting covert channels, although covert channels design schemes
nicely complement our detection methodology.

Research efforts related to cross virtual machine covert/side channels [22,
25, 35] and their countermeasures [14] are relevant to our work. However, they
deal with covert channels that leak information between virtual machines that
share the same virtual machine monitor or hardware. Our work goes beyond
inter-virtual-machine covert/side channels – it focuses on detecting aggressive
covert channels between insiders and external entities.

3. Threat Model

Covert channels can be roughly categorized into two types: covert storage
channels that manipulate the contents of storage locations (e.g., disk, memory,
packet headers, etc.) and covert timing channels that manipulate the timing
or ordering of events (e.g., disk accesses, memory accesses, inter-packet delays,
etc.). This paper focuses on the detection of covert storage channels.

Despite the complex nature of networked virtual environments, we desire to
handle covert channel threats in as general a manner as possible. First, we
assume that a vulnerable virtual machine can be compromised by many ex-
ploits. These include exploits that target vulnerable services, zero-day attacks
and internal subversion exploits; however, we exclude attacks that change vir-
tual machine behavior via a virtual machine monitor or hypervisor. Second,
we assume that, after a virtual machine has been compromised, its user-space
applications and kernel-space device drivers can be fully controlled by the at-
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Figure 1. Covert channel threat.

tacker. Since covert channels leak internal information to external attackers,
they can be detected by examining outbound network traffic. Figure 1 illus-
trates the covert channel threat.

The security foundation is based on two assumptions. First, the virtual
machine monitor, which is under the control of the current virtual computing
environment, is trusted and cannot be breached. Second, there exist a number
of secure virtual machines that are also under the control of the current virtual
computing environment. The secure virtual machines may be created along
with the vulnerable virtual machine by cloning them from a clean state, or
they may be created from a virtual machine prototype such as Amazon’s Elastic
Compute Cloud (EC2) [2] or Microsoft Azure Services [21]. The secure virtual
machines are protected by the virtual computing environment and external
attackers cannot compromise them. Note that, although this approach requires
at least one secure virtual machine to synchronize with a vulnerable virtual
machine, the number of secure virtual machines is bounded by the number of
vulnerable servers being monitored. Therefore, the Observer system can be
applied to monitor as many vulnerable servers as desired when computational
and storage resources become available. We do not require the virtual machine
monitor of the virtual environment to know the software (i.e., operating system
and applications) installed on the virtual machines, although this information
is useful to determine the integrity of the virtual machines.

4. System Architecture

Figure 2 presents the architecture of the Observer system. The system has
two main components: the security mediator and the virtual machine repos-
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Figure 2. Observer system architecture.

itory. The security mediator comprises the: (i) traffic filter, which monitors
inbound packets from the Internet and filters traffic of interest; (ii) traffic dis-
tributor, which examines the networking protocol information in the inter-
cepted packets, replicates the packets and sends them to the vulnerable virtual
machine and secure virtual machine; and (iii) output analyzer, which singles
out outbound traffic from the two virtual machines and detects anomalous pat-
terns. The virtual machine repository maintains a set of virtual machines, and
activates, deactivates, clones and updates the virtual machine snapshots.

4.1 Traffic Filter

To protect services, the traffic filter maintains several rules that determine
whether or not packets are to be intercepted. If an incoming packet satisfies
a rule, it is subjected to further processing. After a new susceptible service is
launched, new rules corresponding to the service are added to the rule list.

<?xml version="1.0" encoding="utf-8"?>
<root>

<rule>
<Action>INTERCEPT</Action>
<Direction>OUT</Direction>
<Protocol>TCP</Protocol>
<From_IP>123.123.123.123</From_IP>
<From_Port>ANY</From_Port>
<To_IP>129.174.2.123</To_IP>
<To_Port>80</To_Port>
<Flags>NA</Flags>

</rule>
...

...
<rule>

<Action>DROP</Action>
<Direction>IN</Direction>
<Protocol>TCP</Protocol>
<From_IP>ANY</From_IP>
<From_Port>ANY</From_Port>
<To_IP>129.174.2.123</To_IP>
<To_Port>80</To_Port>
<Flags>TCPFLAG=rst</Flags>

</rule>
</root>

Figure 3. Configuration file of traffic filter.

Figure 3 lists some rules, which are similar to general purpose firewall rules.
The rules specify the packet header fields, such as Direction, Protocol, Src IP,
Src Port, Dst IP, Dst Port and Packet Header Flags. The first rule specifies
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Figure 4. State machine for the traffic distributor.

that TCP packets from an external host (with address 123.123.123.123 and
any port number) to an internal HTTP service (with address 129.174.2.123
and port number 80) are to be intercepted. The second rule drops all TCP
packets in a reply to an external host, whose packet header field contains a
rst flag. Rules can be added and deleted at runtime to ensure that the system
cannot be penetrated during rule updates. Note also that the rules are based
on a priori knowledge and reported vulnerabilities.

The time taken by the traffic filter is O(N), where N is the total number of
packets (in terms of the number of bytes) that satisfies the rule set provided that
the focus is restricted to services that are easily compromised. Since the packet
filter does not buffer processed packets, the storage requirement is bounded by
the maximum size of a network packet.

4.2 Traffic Distributor

The primary task of the traffic distributor is to forward packets destined to
the vulnerable virtual machine to the secure virtual machine. Two steps are
involved. First, when the traffic distributor receives a packet e from the traffic
filter, it constructs a new packet e′. The new packet e′ keeps some of the fields
from e (e.g., Src IP and Src Port), while other fields (e.g., Dst IP , Dst Port,
sequence numbers and checksum) are modified (Dst IP and Dst Port corre-
spond to the IP address and port number of the secure virtual machine, respec-
tively). The two packets e and e′ are then dispatched simultaneously. Second,
when the traffic distributor receives reply packets from both the virtual ma-
chines, it only sends the packet reply corresponding to e; thus, an external
attacker has no knowledge of the secure virtual machine.

Figure 4 presents a simplified state machine corresponding to the traffic
distributor. M1 and M2 represent the vulnerable virtual machine and secure
virtual machine, respectively. For example, when the traffic distributor receives
a SY N packet, it constructs a new SY N packet, namely SY N ′, and sends
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SY N and SY N ′ to M1 and M2, respectively. Similarly, when it receives the
ACK and ACK ′ packets, it only sends the ACK packet. To synchronize the
outputs of M1 and M2, the traffic distributor must maintain all the previous
communication states in a queue in the event of packet loss or fragmentation.

The overhead involved in constructing a new packet e′ is essentially constant.
The storage requirement is dictated by the total number of packets forwarded
from the traffic filter. Although Observer collects live traffic, which increases
without bound, the storage requirement is still bounded by 2n, where n is the
size of the queue.

5. Implementation

Observer is implemented on a VMware ESX Server 4.1 [29]. The traffic filter
and traffic distributor are implemented as part of a transparent bridge, which
uses a customized ipfw application to intercept packets and divert socket to
manipulate packets. The security mediator comprises around 1,000 lines of C
code.

To minimize the latency after packets leave the security mediator, the vul-
nerable virtual machine and secure virtual machine are cloned from the same
virtual machine image with the same state, and the two virtual machines are
configured one hop away from Observer. The vulnerable virtual machine and
secure virtual machine must be closely synchronized; the sequence number field
of TCP packets is used to synchronize outbound traffic from the two virtual
machines. To ensure that Observer maintains accurate time information, each
virtual machine is configured to have affinity to one CPU at a time.

The output analyzer uses Ethereal to collect traffic and separate the timing
information. The ntop application is used to generate network traffic statistics
at runtime. The output analyzer module is written in C, Perl, Dataplot and
MATLAB.

6. Evaluation

This section analyzes the ability of Observer to detect covert channels. It
also examines the performance overhead involved in covert channel detection.

6.1 Covert Channel Construction and Detection

A scheme similar to that used by Ramsbrock, et al. [24] was used to construct
covert channels. Specifically, to encode an i-bit sequence S = s0, . . . , si−1, we
used 2i randomly chosen packet pairs ⟨Pri

, Pei
⟩ (i = 0, . . . , L) where ri ≤ ei, and

Pri
and Pei

correspond to reference packets and encoding packets, respectively.
A covert bit sk (0 ≤ k ≤ i − 1) is encoded into the packet pair ⟨Pri

, Pei
⟩ using

the equation:

e(Lr, Le, L, sk) = le + [(0.5 + sk)L − (le − lr)]mod2L

where Lr and Le are the values of the encoded field in Pri
and Pei

, respectively.
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Table 1. Detection window size for various covert channels.

BTWC PFC

a = 1 160 60
a = 5 181 460
a = 10 7,150 390
a = 20 24,060 730

The original covert channel design scheme was extended to test the effective-
ness of Observer to detect slow covert channels. Specifically, instead of using
2i packets, we used 2ai (a ≥ 1) packets to encode S, where a is a constant
or pseudorandom number. Pri

and Pei
were chosen from the 2a packets. The

term a serves as an “amplifier,” where a larger value indicates a slower covert
channel.

Covert channels were detected using shape tests corresponding to first-order
statistics such as means and variances [23]. The shapes of the traffic patterns
were tested using a Chi-Square test [8] and a two-sample Kolmogorov-Smirnov
test (K-S test) [9]. The Chi-Square test was used to verify whether or not
two discrete sample data come from the same discrete distribution; the K-S
test was used to verify whether or not two continuous sample data come from
the same continuous distribution. The two tests were chosen because they are
distribution free, i.e., they do not depend on the actual cumulative distribution
function (CDF) being tested.

6.2 Effectiveness

The evaluation focused on the detection of two types of covert channels:
IP/TCP packet field channels (PFCs) and botnet traceback watermark chan-
nels (BTWCs). A PFC operates by modifying the urgent field of TCP packets
to transmit information: a 1 bit is transmitted by increasing the urgent field
value by an integer modulo w, while a 0 bit is transmitted by increasing the
value by an integer modulo ⌊w

2 ⌋. A BTWC operates by modifying the length of
the encoding packet Pei

by padding characters to achieve a specific length that
is different from its corresponding reference packet Pri

. The padded characters
could be visible or invisible (e.g., whitespace), and can be inserted in random
locations in the payload.

The latency of Observer was measured using the detection window size,
which is the minimum number of packets needed to detect a covert channel
since it commenced transmission. A larger window size indicates greater latency
and less sensitivity to covert channels in real time. Table 1 shows the detection
window size required by Observer to obtain a 100% true positive rate (note that
a larger value of a indicates a slower covert channel). The results demonstrate
that a slower covert channel requires a larger detection window.

Table 1 shows that that a window size of 160 is required to detect the most
aggressive BTWC, which sends one bit per packet. However, a slower BTWC,
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(b) Urgent field distributions.

Figure 5. Cumulative distributions for BTWCs and PFCs for various values of a.

which transmits one bit every 20 packets, requires a window size of 24,060! The
detection window sizes, which are much more sensitive for PFCs, vary from 60
to 730.

The results can be explained by comparing the cumulative distribution func-
tions (CDFs) corresponding to BTWCs and PFCs for different values of a.
Figure 5 shows that the distributions of BTWCs are quite similar for different
values of a, but the same is not true for PFCs. Therefore, BTWCs are more
difficult to detect than PFCs.

6.3 Detection Rate

Live traffic was collected from the vulnerable virtual machine and secure
virtual machine in order to determine the false positive rates for Observer.
A BTWC and PFC were created with a = 1; the false positive rates for both
channels were zero. Tables 2 and 3 present the results of the statistical tests for
the two channels. As expected, the slower covert channels (with larger values
of a) have statistics that are closer to those of legitimate traffic.

A theoretic analysis of false positives was conducted by setting the targeted
false positive rate to 1%. To achieve this false positive rate, we used a “cut-
off point,” which was set at the 99th percentile of the legitimate samples to
determine if samples are benign or malicious.

Figure 6 shows the true positive rates for PFC and BTWC detection for
various values of a. The results show that the effectiveness of detection depends
on the number of observed packets. For example, in the case of a PFC with
a = 10, the true positive rate fluctuates when Observer collects 5,000 packets.
A similar situation also occurs for a BTWC. We are currently investigating
various approaches to improve the effectiveness of detection.
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Table 2. PFC test scores.

Mean SD Chi-Square Chi-Square Chi-Square
Test (CDF value) (1% cutoff)

Legitimate 20.143 3.925 0 0 ≥ 15.087
HTTP
PFC 36.926 16.485 6789.002 1 ≥ 11.345
(a = 1)
PFC 23.480 10.576 82.136 1 ≥ 15.086
(a = 5)
PFC 23.343 10.316 75.657 1 ≥ 13.277
(a = 10)
PFC 20.878 6.137 3.902 0.581 ≥ 13.277
(a = 20)
PFC 20.478 5.088 0.796 0.061 ≥ 13.277
(a = 50)

Table 3. BTWC test scores.

Mean SD K-S K-S K-S
Test (p value) (1% cutoff)

Legitimate 283.601 453.532 0 1 ≥ 0.1923
HTTP
BTWC 284.785 452.005 0.248 0 ≥ 0.1923
(a = 1)
BTWC 283.824 453.215 0.049 2.94e-15 ≥ 0.1923
(a = 5)
BTWC 283.721 453.357 0.025 2.53e-04 ≥ 0.1923
(a = 10)
BTWC 283.660 453.441 0.012 0.212 ≥ 0.1929
(a = 20)
BTWC 283.622 453.503 0.004 0.951 ≥ 0.1929
(a = 50)

6.4 Performance

Two experiments were conducted to evaluate the performance of Observer.
The first experiment evaluated the throughput of Observer under the best and
worst case scenarios. In the best case scenario, no packets were intercepted
by the traffic filter. In the worst case scenario, the majority of the inbound
packets sent to the vulnerable virtual machine were intercepted by the traffic
filter because they were assumed to be sent via a covert channel. Packets
in both scenarios were collected when an attacker visited the web server of
the vulnerable virtual machine for 160 minutes. Table 4 presents the detailed
statistics for the two scenarios. Note that the average time to process a packet
is almost 56.2 ms even in the worst case.
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Figure 6. True positive rates of channel detection for various values of a.

Table 4. Comparison of throughput.

Best Scenario Worst Scenario Ratio

Packets 1,802,176,469 170,712,403 0.094
Bytes 1,214,518,973,379 128,003,547,066 0.105
Packets/s 187,727 17,783 0.098
Bytes/s 126,512,393 13,333,703 0.110
Duration 160 min 160 min 1.000

The second experiment measured the average latency introduced by Ob-
server to the inter-packet delay. In the experiment, 1,000,000 packets were
collected with and without Observer installed. The average latency added to
the inter-packet delay is 5 ms, which is almost unnoticeable compared with the
reported average inter-packet delay of 42.67 ms for Northern America [28]. This
latency is the result of the queuing delay that Observer imposes on inbound
packets when directing them to both virtual machines at the same time.

7. Conclusions

Observer detects covert channels in a networked virtual environment by run-
ning a secure virtual machine that mimics a vulnerable virtual machine so that
differences between the two virtual machines can be identified. Unlike most
covert channel detection systems, Observer does not rely on historic data to
create models of normal behavior. Experimental tests demonstrate that Ob-
server can detect covert channels with a high success rate and low latency and
overhead.

The accuracy of covert channel detection relies on the fact that the virtual
computing environment provides at least one secure virtual machine for every
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vulnerable virtual machine. This limits the scalability of our approach. To ad-
dress this limitation, our future research will investigate the dynamic allocation
and management of secure virtual machines.

Another limitation is that it is necessary to maintain a secure version of a
vulnerable virtual machine over its entire lifecycle. Even during the detection
phase, it is difficult to ensure that inbound traffic does not contain an exploit
that could compromise the secure virtual machine at runtime. Potential solu-
tions that address this limitation will be examined in our future research.
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