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Abstract FPGAs can be used for the design of autonomic reliable sygstAdvan-
tages are reconfiguration and flexibility in the design. Heveommercial FPGAs are
first prone to errors. Second, the design flow is not yet supgdor the use of fault
tolerance techniques like Built-In Self-Tests. Fault tatece can be reached through
error detection and fault recovery. Most error detecti@htéques are not suitable for
on-line detection because of detection times and long dtekible training. This pa-
per proposes a fault tolerant design for FPGAs. It has a-Buielf-Test which error
evaluation and fault recovery is supported by computingrigpies inspired in the
Immune System. A fault recovery and a hardware implementatiodel are also to
be presented.
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1 Introduction

Nowadays there is the demanding requirement of having mgstehich faults can be
recovered without human intervention. That is the field adbaomic reliable systems.
Autonomous robots and vehicles in outer space and undeysesanss [8] are prone to
errors due to its dynamic and environment of action. Thestegys are designed with
radiation-hardened or higher and lower temperature raoggonents, like radiation-
hardened FPGAs [10]. Hardware design techniques basedmle Modular Redun-
dancy help in developing FPGA-based circuits resilientEtS (Single Event Upset)
[7], like the tool referred in [11] or the TMR-Tool from Xilix[21]. While circuits are
hardened with special components and TMR has a limited faativery, a seamless
design flow for fault recovery is not present yet.

Some algorithms were developed in the field of Artificial ImmeuSystems, in-
spired in the vertebrate’s immune system. They have serveblving computing
problems. Nevertheless those algorithms have inspirededéstronic designs in the
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searching of fault tolerance. One example is the reseaiice@@s "Immunotronics”
(Immune + Electronics), the hardware fault tolerance irespby the immune system
[3]. In [18] a centralized immune layer is presented. Thereay phase identifies cor-
rect operation of the systems as "self” building antibodifgras composed of: inputs,
excitation, correct states and outputs. In the operatiphake, the identification of
"non self’ operations is implemented by means of genetiordigms. On the other
side, a decentralized immune layer has taken inspiratam frell biology to create a
multicellular FPGA. This idea emerged the field of Embrysnichich together with
Immunotronics generate a two level structure [2]. The figstl is composed of the
embryonic cells which communicate across data channelecarsl layer is com-
posed by antibodies which communicate also across dataelsaand are named
together the lymphatic network. Trans-layer communicatibannels are present be-
tween antibodies and embryonic cells as well. Antibodiesesself-tolerance condi-
tions. Furthermore, healing of the embryonic cells is rdgdrby [17], who considers
a cell's self-test for the fault diagnosis, and a cell repaielimination through recon-
figuration of the cell’s routing. All these methods carry toea hardware conception
not available in commercial FPGAs.

Immunocomputing explores, in a formal way, the principlésnéormation pro-
cessing that proteins and immune networks utilize in ordesdlve specific com-
plex problems [16]. Free binding among proteins inspiredrfad Immune Networks,
which are able to learn, recognize and solve problems. Tathad is based in the Sin-
gular Value Decomposition of a matrix. It proved to have drearning and recog-
nition times and a good resource efficiency regarding meraod; computing [13].
Moreover, it presents a self-organizing property since,afdraining set, iterations
within the algorithm self-converge to antibodies [13]. Ntak use of its efficiency,
Immunocomputing can be used for on-line error detectioh [15

A self-test system has two main components: a test patterargmr and a test
response evaluator. The test patterns and expected respamesstored in a memory.
It is necessary a control signal to turn on the testing, a o address the mem-
ory and a comparator for comparing the obtained responsethétexpected one [9].
Because of the quantity of test patterns, this approacimis tonsuming. There are
some alternatives of output response analysis in whichubatata compaction takes
place. One of them are concentrators, counting technicgigisature analysis, accu-
mulators, comparators, etc [12]. Comparison-based respevaluators compare on
a vector-by-vector basis the expected responses storednienzory and the output
responses of the circuit under test. This approach is simptemodular. Besides a
distributed Built-In Self-Test with n-test pattern gertera, n-circuits under test and
one test response evaluator can be applied. A BIST systeralsamvork on-line [1].
The potential problem is the long time that may be requiredytde through the test
patterns and evaluate the responses before determinimgeifrar is present or not,
[5] approaches this problem. This is critical for systemswehthe BIST works on-
line and fault recovery should be done at time. A molecularaach is given by [4]
and [19], but a circuit oriented design is not taken into actoTherefore a correct
partitioning of the circuit, a distributed BIST with a fagtsponse evaluator and fault
recovery support is needed. This paper is a contributidoviahg this tendency.
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Fault tolerance can be reached through error detectionaurtrécovery. The
present paper proposes a distributed fault tolerant désigAPGAs using For-
mal Immune Networks and self-test systems. The system hiatridated error
detection mechanism through distributed Built-In Sel§fBanside a FPGA, see
Fig. 1. BIST synthesis for a very large design may be possilitiein linear
time by extracting sub-circuits which are almost constardize [6]. That ac-
celerate logic BIST synthesis procedures and reducesrtieediror detection
takes. The circuit under test is one part of a partitionedudtr The circuit re-
ceives a test pattern and the response is evaluated by mieeitNs (cytokine
Formal Immune Networks) [14]. BIST can profit of the celentifered by the
cFIN method in detecting errors applying a determined exoorection method
at the proper time. Test response evaluation and fault ezgday cFIN for fault
tolerant FPGA circuit designs is the main contribution & gresent work. The
decentralized BIST procedure is controlled by a global $ekeduler module,
a fault processing mechanism and a fault recovery modulearAvare imple-
mentation of the whole system is also proposed.

FPGA

1

Test pattern generation

!

BIST control unit Circuit under test
Test scheduler ‘
Fault processing Test response evaluation

Fault recovery

Figure1 Diagram of the proposed system
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2 Built-1n Self-Test proposal

Figure 2 shows a BIST proposal with on-line learning. Theesysneeds to be trained
with the test patterns before being operational. For tegtaese evaluation purposes,
outputs of the Circuit Under Test are evaluated with a methsgpired in the cytokine-
Formal Immune Networks and presented in Section 5. Makiriglagical analogy, an
antibodyrepresents thexpected outputansformed into the Formal Immune Network
space. Amantigenis theresponse of the circuit under tegt cytokinerepresents the
actionto be taken for fault recovery purposes.

It is important to note that after training of the system,lioie-learning can take
place. This is possible mapping the value of the mgwest pattern into the cFIN
space. This point is added to the compacted expected resplaites (compaction or
compression performed by means of cFIN). Therefore, in ofise change in the
training patterns, the training phase does not necesseilg to be repeated with the
entire training set [13].

Reconfiguration
(c,A)
On-line
l learning
I Circuit under | © cFIN
test

Figure 2 Built-in-self-test with a cFIN on-line learning

If this BIST model is applied for a whole circuit, the complgxin building the
training matrix and the time for training and recognitionyrexplode. Therefore,
circuit partitioning [6] is considered, see Fig.1. Methdds circuit partitioning are
not the scope of this paper.

A training matrixV (c,A) should be provided prior to the operation of the system
(test pattern generation). A is a matrix with informatiorepexpected responses under
defined inputs. Each expected response should be linkeddcosary procedure in
case of failure, expressed byln case of combinational circuits, training patterns are
composed of Input/Outputs. But, sequential circuits abersalso stimuli and internal
states, as seen in Fig. 3. For test purposes, such circuitsbmaransformed to a
sequence of combinational ones using conventional scdmt@ehniques.

The training matrix should regard the procedure for fautoxery under failure.
For every training pattern is recommended to have a recalgnative expressed in
an integer coded valug see Fig. 4c represents a cytokine that signals the action to
be taken at the time of finding an error.

The BIST Control Unit supports the hierarchical BIST stggteshown in Fig. 1.

It contains an input for starting the BIST and an output fali¢ating the end of the
test. A pattern counter determines the ending of a test. Theraes to be considered
are possible at the time of designing the BIST, tét-per-scamand thetest-per-clock
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Combinational Sequential
I — o | — S o
E
Figure 3 Consideration at the moment of building the training matrix
(ci,A)
¢ =[S|A[SA A=[I|O|E|S
S = Self = Input
A = Action O = Output
SA = Specific Action E = Stimuli
Figure4 Test cases S = State

scheme. It is not the aim of this paper to give a detailed desmn. Please refer to
[20].

3 Global BIST

In order to apply a consistent error correction, the tesédale, fault processing and
fault recovery are global modules for the whole system.

Depending on the application, tests can be recurrent omptdee. In the case of
a preemptive one, time error recognition should be consdi@r order to plan the
frequency of testing. Frequency of testing is a functiorhefdlock rate as well. Aest
sessions a set of test unit processed in parallel arBl&T schedulés a series of test
sessions which is implemented by the BIST Control Unit irdinaare.

The class or cytokine’s natural value represents the atdibe taken in the design
when a failure occurs. It has to be specified which recoverhateshould be applied
for a specific failure. This data should be provided togethigh the training matrix
in the case oBupervised Learningut it could also be determined after the training
process by clustering points in the mapped FIN space. Tha isase obnsupervised
Learning In the first case this array can be constructed with theatig data:

c={S|A|SA 1)
Where:
S Selfconsiders whether the recognized pattern is a failure seifi-or a particular
pattern. This can be used not only for failure detection dist for warning states

not considered as malicious.
A Actionconsiders a general action to be taken i.e. total reconfigara
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SA Specific Actiorconsiders a more refined method to recover from the failure.

Fault recovery is based on the reconfigurabilty propertyRGRs. Therefore, the
failure recovery can be executed by total or partial recoméiion. Other alternatives
for fault recovery are application dependent and shouldddesssed at the time build-
ing the EA array.

4 Hardware implementation

The proposed BIST can be implemented as an IntellectuakPso@ore inserted into
the same FPGA as the circuit to be tested, Fig. 5. In this dastts present in the
Circuit Under Test are also prone to appear in the BIST. Aeraditive is to provide
an external second FPGA which implements only this proeadur

Circuit under test

IP core

Figure5 Implementations as ! ‘
an IP core T |

It is also possible to consider an external circuit compagfel DSP and a micro-
controller, like the one in Fig. 6. The DSP is able to compuatparallel the mapping
of points to the FIN and to compare distances among poinisTh® micro-controller
could implement modules of the global BIST. Neverthelessl|t§ in the connection
path between the circuit under test and the self-test systemld be regarded in this
implementation case.

Micro-controller Circuit under test

DSP

Figure 6 Implementation as ! !
an external circuit TR 1
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5 c-Formal Immune Networks

This section explains the method of training and recogmitiba cFIN. This method
is used in the implementation of the response evaluatiorfauitiprocessing of the
Built-In Self-Testing system. For a more detailed and esiienexplanation of this
theory, please refer to [14], [13] and [15].

Immunocomputing intends to establish a new kind of computirhe main dif-
ference with other kinds of computing lays in its basic eletnéheformal protein
A protein is an essential component of organisms and paatieiin every process
within cells. Proteins constitute epitopes present ingams and antigen presenting
cells. Proteins constitute also paratopes present inadiéb. Epitope is the minimum
molecular structure that is able to be recognized by the imeraystem. One epitope
matches with a paratope in molecular recognition. Figureoivs the antigen binding
site of an antibody named asiratopethat recognizes the epitope of an antigen or an
antigen presenting cell. An antigen presenting cell is Etloat has digested an antigen
and presents in its surface an epitope. An epitope is madeohd 10 amino-acids.
The same applies to a paratope. A protein is composed of aatids arranged in
a linear chain. The 3D shape or tertiary structure of theoppitis recognized by a
paratope, see Fig. 7. It means, an epitope is a kind of sudastein. That is why
proteins will be seen as the basic element in Immunocomgutin

Antigen Antibody

> 31

Antigen Presenting Cell / Epitope Paratope

Figure 7 The epitope of one antigen or an antigen presenting cell isgeized by the paratope of
an antibody

Cytokines are also introduced. Cytokines are groups oeprstsecreted by many
types of cells. Each cytokine binds to a specific cell's stefeeceptor signaling a
specific action i.e. differentiation into plasma cells,ilbotly secretion or cell death.
They bind also through own receptors constituted from jmetmo, see Fig. 8.

B-cells in the immune system secrete antibodies. They asmete cytokines in
order to signal something to another cell. Then, a B-celllvgltaken as a generic cell
V; with two components expressed by:

Vi = (ci,R) ¥

Where:
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Receptoy

Cytokine

Secretion of cytokines

Figure 8 Cytokines signal the cellular interaction. They are secrdigatells. They are recognized
by cell’'s receptors

¢ € N represents a cytokine. Recovery action to be taken undseipce of error.

R € R9=((p1)i,.--,(Pg)i) is apointin a g-dimensional spadelies within a cube
max{| (P1)i |,----| (Pg)i |} < 1. It represents a protein transformed into the FIN
(Formal Immune Network) space. In biological terms it reeires an antigen bind-
ing site of an antibody or simplifying an antibody. An arrayntaining an input test
and its test response, all transformed to the FIN space iatévody.

In Fig. 9, a two dimensional Formal Immune Network (2D-FIN)resented. As
g = 2, each protein has two coordinates in the FIN space.

q=2
,,,,,,,,,,,,,,,, 1 e -
| o
0 |
1 R
| (p2)if---v-- o' !
—1 1
: = -q=1
! (p)i |
o o }
Figure 9 2D-FIN. Note that f o |
g=2 and P represents an ] ? 777777 -1 !
antibody (protein) in the FIN
space
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5.1 First stage training

Training consist in transforming a given energy mafimto another antibody matrix
P. Matrix A is a composed of arrays of test inputs and its correspondstgésponse
outputs, see Fig. 4. Training is the process of mapping edids into the Formal
Immune Network space dimension training patterns are transformed to reduced di-
mension patterns (two or three). This takes place by mea&mgtilar Value Decom-
position, restricting its terms of decomposition to two laree. Figure 10 introduces
the general concept. Singular values and the right singidetors are used for the
calculation of the coordinates of each training pattera the FIN space. Each point
will represent an antibody. In the figure, two outputs areldiged. First, the SVD:
singular values, right singular vectors and left singukeetars. Second, the matrix P
with the transformed patterns, where each pattern remiaiked to its initialc value.
The output should be stored in order to be used in the latgesta

V*(Cm, Amxn)
SVD(A) k=1,..q
(Pk)i:$A{Rk i=1,..m
Figure 10 Training SVD(A) V(Cm, Pmxq)

A can be written as a linear combination of pairwise orthofjprgjections:

A=sL1R + LR, + ssLaRg + . + kR + .. + S LR 3)
where:

r rank of the matrix A
Ly left singular vectors
Ry right singular vectors
s« singular values

Moreover,L is of dimensiomrm andRy of dimensiorr.

The minimal binding energy is achieved with the pair of pimtevhose angles in
its spacial configuration form singular vectors. Those siagvectors correspond to
the maximal singular values of the matAxSingular vectors represent formal protein
probes and the singular values their binding energy. Asittgaikar values are ordered
in a decreasing order, we can take the first two singular gednel its corresponding
terms for a 2D-FIN and three terms for a 3D-FIN. In conseqaawvery training vector
pattern of dimensiom is mapped to only two (or three) values of binding energy in
the FIN space [16]. Afterwards, it is necessary to map thiritrg vectors into the FIN
space (see Fig. 9) by means of:
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(Px)i = iAi/Rk (4)

wherei =1,....mandk=1,...,q.

5.2 Second stage training

The affinity between two cell; andVj, can be calculated by the distardie given
by:

dij = max{| (po)i — (P1)j |- | (Pa)i — (Pa)j |} (5)

Initially given m cells with pairs cytokine-antibody(ci,R), the aim is to reduce
similar cells killing one of two cells which distance is léhan a giverthreshold The
set ofm cells belonging to thinnate immunitycan be represented by as shown
below:

Wo = {V4,...,Vin} (6)

cFIN means cytokine Formal Immune Network. A cFIN is a setalfsoN C W.
In contrast with a FIN, it considers a second stage trainmgaturation inspired in
the cytokines from the immune system. [14] introduces a t@gessecond training in
order to get a reduced set of cells, therefore improvingdleurce utilization and the
time applied in recognition in the future.

The first stage ispoptosisand it intends to reduce the set with the following rule:

If Vi € W recognized/ € W, then remové/, from cFIN.
Note thatrecognitionmeans:

G = Ck (7)
dk <h (8)
Whereh is a threshold of affinity.

The second stage ®uto-immunizationlt tries to recover accidentally removed
cells by the process of apoptosis.

The removed ceN; nearest to a celi from the setW will be inserted again if
Ci # Ck.

Figure 11 shows graphically the sets and the general conéd¢pé optimization
offered by cFIN.
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Figure 11 Sets of cells
after Apoptosis and Auto-
immunization

W innate immunity

W after auto-immunizatio

W after apoptosis

5.3 Recognition

Figure 12 shows an antibody close to an antigen. When thendistaetween any
antibody and the antigen is less than a gitlereshold recognition in the FIN space
is produced.

q=2

,,,,,,,,,,,,,,,, 1 e - o
1 57
L on :
! e 1
I Z :
| O !
371 ! 1 q=1
o : ;
o

Figure 12 An antibody rec- I ? 777777 -1 i

ognizes an antigen Z inside its

affinity threshold radio

An antigenZ = [z, 2, ...,Zy] can be seen as an epitope, therefore as a protein, see
Fig. 7. An antigen represents the test response linked wgttest input. In order to
be compared with the antibodies, it should be mapped to a poihe g-dimensional
FIN space by:

1
Pk = iZle 9
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p« values should be mapped into the FIN space. See also Fig. 13.

AntigenZ

|

k=3ZRe | k=1..q

l

Figure 13 Recognition classc

Cell Vi recognizes antigen Z by assigning it a classf the distance between
the antigen among all antibodies of the cFINI{¥;, P) = min{d(V;,P)}, for all
Vj € W. A test response will be matched with the expected outpuig®izing
whether there is an error or not and applying the determicgdrasignaled by
G.

For the distance calculation Eq. 5, the Euclidean norm isrtaklevertheless, the
choice of the norm is determined by the appearance of thgpgybpoints in the FIN
space.

Relating the class in Fig. 13, it is a numerical value which can also be taken as a

symbolic value like "good”, "bad”, "reconfiguration”, etc.

6 Conclusion

Computation times for the training and recognition presérin [13], show that it is

feasible to expect a good performance of the model in haelweurthermore, the
reduced memory constraints obtained with the second ti@ioi the cFIN indicates
potential towards a distributed error detection and coisescheme. This paper is in-
tended to present a design idea. Currently, an implementatith commercial com-

ponents and the measure of performance is being carried out.
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