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Abstract. We consider users bidding in a series of multi-unit sealed-bid
auctions, aiming at reserving the same amount of units of the resource
auctioned, e.g. transmission slots in a wireless network. Each user attains
from each successful allocation of resource units an instant marginal
utility that depends on his history of resource allocation. The user’s
bid at each auction equals this marginal utility. We introduce a random
walk model for transient analysis of this series of auctions, we study
the properties of the resulting user resource allocation patterns and we
provide a numerical and experimental evaluation of this model.
Keywords: Auctions, random walk, resource allocation.

1 Introduction

In this paper, we consider users who are participating in a series of consecutive
sealed-bid multi-unit auctions, aiming at reserving the same amount of units of
the resource (or, in general, of the good) auctioned. Each user attains from each
successful allocation of resource units an instant marginal (i.e. additional) utility
that depends on the resource allocation pattern. We assume that the user’s bid at
each auction equals this marginal utility. Hence, the auction’s price fluctuations
and the users’ utility functions greatly affect both the bids submitted and the
resulting resource allocation patterns. This is a problem of practical importance
in communication networks. A prominent example is bandwidth allocation in
UMTS (and other, e.g. GPRS) networks. Indeed, in [1], we study the problem
of resource reservation in UMTS networks in which users request services other
than telephony that last for long time intervals. Each of these sessions has a fixed
target QoS level, which for simplicity we assume that corresponds to a certain bit-
rate. The duration of network time-slots over which resource units are allocated
is much shorter. We define in [1] an auction-based mechanism achieving nearly
consistent reservation of the resources of a UMTS network by the users that
value them the most, in order to satisfy the longer time scale QoS requirements
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of their service sessions. Thus, due to our mechanism, these users receive service
of very good quality at a charge determined by the market. The non-competitive
users receive service of very inferior quality for a very short time period at a very
low charge. Therefore, our resource reservation mechanism serves a soft CAC.
The mechanism is based on a series of Generalized Vickrey Auctions and a set
of predefined user utility functions that we introduce [1]. Bidding is performed
automatically on behalf of the users on the basis of each user’s selection of one
of these utility functions and his declaration of a total willingness to pay, and
is dependent of the user’s history of resource allocation. This approach has also
been adopted by other researchers in the field [2] as well as also in the EU-finded
IST project B-BONE [4]. In this paper we present a random walk model for
transient analysis of this mechanism. Based on this model, we study the impact of
the parameters of one of these utility functions in the resource allocation patterns
that users attain. We also provide a numerical and experimental evaluation of
the model, setting its parameters acccording to the input from project B-BONE.
Finally, we explain how it can help users select parameters of their utility /bidding
functions. The analysis of the properties of auctions in dynamic environments
by means of mathematical tools has also received attention in the literature [3].

2 The auction mechanism

The problem of UMTS resource allocation to sessions with QoS requirements
is very complicated. Indeed, users demand sessions spanning partly overlapping
intervals with different durations, which in general are much larger than the time
scale t, of the network frames in which resources are allocated. The approach
that we introduced in [1] is to conduct a sequence of auctions, each concern-
ing reservation of bits within one UTRAN frame. Each auction is a sealed-bid
Generalized Vickrey Auction (GVA), with bids of the type (p, ¢), where ¢ is the
quantity of units (bits) sought in the present frame and p is the price proposed
for each such unit. These bids are essentially atomic, i.e. a winning bid results in
the allocation of all the resource units demanded, except for the cut-off bidder.

In a realistic case of a UMTS network, it would not be feasible for users to
participate in all these auctions. Thus, since the user cannot place his bids on a
per auction basis, we define utility functions pertaining to the various services.
These functions are provided by the network operator as bidding functions for
the user to choose from; they are scaled by the user’s i total willingness to pay
Us,; for the service s, which is given by the user himself as part of his service
request. Then, the network runs the various auctions by bidding on behalf of
each user. We assume that the user’s ¢ utility us; from obtaining the service s
is the sum of the marginal utilities attained due to each successful allocation;
thus, us,i(xl(-l), s xEK)) = Zthl vitz (xgl), s xl@), where K ; is the number of
auctions where user 4 participates during his service session. Also, for every user
the bid placed by the network at each auction equals the marginal utility to be
attained if his bid is a winning one in the auction. This choice is motivated by the



incentive compatibility property of the Generalized Vickrey Auction, whereby
sincere bidding is a dominant strategy; see [1].

In this paper, we restrict attention to one of these predefined utility functions,
namely that suitable for users sensitive to service continuity, such as audio and
video streaming. Thus, these users prefer the allocation pattern of Fig. 1(a) to
that of Fig. 1(b). In order to express this preference, we define the sub-utility

function to be ug’? (zgl),...,zgt)) = 1(935“ = mz)g— - where: a € (0,1] is
a discount factor; d; is the distance between the current and the previous slots
during which user ¢ achieved reservations; 1(-) denotes the indicator function,
which is justified by the fact that bids are atomic. Therefore, history of previous
allocations influences 'Ugtz through the value of d;. Hence, when the user fails to
reserve resources at some auction, his marginal utility decreases exponentially, in
order to express the user’s displeasure from the existence of gaps in his resource
allocation pattern. On the contrary, as long as a user is allocated resources,

his marginal utility equals Ilé, which is henceforth denoted as ug. The utility

function considered is suitable for the UMTS Streaming Class which is destined
to serve streaming audio and video sessions; m; pertains to the Maximum Bit-
rate parameter of this class.

Fig. 1. Inconsistent resource allocation patterns.

3 The Random Walk model

We consider a user who is participating in a series of consecutive sealed auctions
(see Sect. 2), aiming at reserving the same amount of units of the resource
auctioned (e.g. bits in a UTRAN frame). Recalling how bidding is performed,
it follows that the auction’s price fluctuations and the parameters ug, a of the
users’ utility function greatly affect both the bid submitted and the resulting
resource allocation pattern. In this section, we present a random walk model
descriptive of the price fluctuation. Employing this model, a user can examine
the impact of the value of parameter « of his bidding function on his average gap
length, while “ignoring” the actual auction competition (of which he is unaware
of), which is now simulated by means of the model. In particular, the fluctuation
of the auctions’ cutoff price over time is modeled as a random walk [5]. That is,

fort=1,2,... (1)

| pt—1 + 0, with probability ¢
Pr = pi—1 — 9, with probability 1 — ¢



Henceforth, p; is simply referred to as the auction price. Furthermore, according
to the definition of the utility function considered (see Sect. 2) the fluctuation
of the user’s marginal utility is modeled as follows:

u = {“0’ Hua 2P g g9 (2)
a-upy,ifus ) <ppoy

where a € (0,1] is the discount factor. At time O the auction price raises for the

first time above user’s bid (i.e. po > up) and fluctuates according to the random

walk model thereafter.

Next, we discuss the appropriateness of our model. First, note that unlike
with the actual auction, under our model, the price is not affected by the bids of
the user considered. This is a good approximation of the actual auction because
in an actual network many bidders will be participating. Furthermore, it could
be argued that a random walk is not descriptive of the actual auction, since
it is expected that when the mechanism is employed in an actual network the
price will fluctuate around a the long term average value. However, we do not
perform stationary analysis of the auction price in this paper. Instead, the model
introduced is appropriate for transient analysis of the price dynamics of the
auction. Consider, for instance, a case where a user is competitive in general,
because his marginal utility is higher than the average auction price; however,
his bid is instantly topped by the auction price due to some abrupt increase
in demand (e.g. due to new users’ arrival). Price evolution in this case can be
emulated as a random walk process with positive drift. This actually leads to
a conservative analysis, since in the actual auction the price would have the
tendency to return more rapidly to its long-term average when it has deviated
considerably from it. It should also be noted that transient analysis is very
important, because due to the exponentially decreasing marginal utility, the
user in the case described above becomes gradually less competitive, his service
is interrupted and he may as well decide to drop out.

4 Analysis of the general model

In this section, we study the probability of user’s “re-entrance”, i.e. the prob-
ability that the user will succeed in being awarded again resources in future
auctions, as well as the resulting resource allocation patterns. First, we compute
the number of continuous price decrements k that are required until the user’s
marginal utility exceeds again the (constantly decreasing) auction price. We de-
fine the distance of the auction’s price minus the user’s exponentially decreasing
valuation as dist; = p; — u;. The parameter k sought is the minimum integer ¢
that satisfies the inequality dist; > 0, which implies that

k:mtin{po—t-é—at-uon}. (3)

Thus, solution of this is the minimum possible “time” to elapse until the user’s
re-entrance. Assuming that after k + j + ¢ auctions, with j price increases and



k + 1 price decreases, the user has still not succeeded in winning in the auction,
the distance distg4i4; is then:

distyyivj = Prriv — T cug =po+ (j —i— k) -6 — oF T - ug.
We proceed to compute the probability of user’s re-entrance. We define:

ij = mjn{distk+i+j S 0} (4)
[

Since we have already computed k, using (4) we can compute for each number
of price increments j, the minimum number of price decrements i; + &k that are
required in order for the user to have a winning bid in the auction. Thus, we can
compute the feasible values of the “gap size” of the user’s resource allocation
pattern, which equals j+¢;+ k&, for some j. For example, assume that for certain
ug, 6, and «, we have: k = 1 and i; = 1, iy = 2 and i3 = 3. Since k = 1, if
the price drops at ¢t = 1, then the user’s bid will be a winning one again in that
auction. However, if the price increases at ¢ = 1 and then keeps decreasing (i.e.
j =1), then 2 = k + iy price drops suffice for the user’s marginal utility to top
the auction’s price. If this does not happen, because j > 1, then the soonest
possible time for user’s is t = 5 if j = 2 etc. Figure 2(b) depicts some possible
auction’s price fluctuations for which the user re-enters the network after 7 time
units.

i

Fig. 2. The price fluctuates and user’s marginal utility and bid are reduced.

Next, we compute the probability that user’s exponentially decreasing marginal
utility exceeds the auction’s price for the first time at time ¢ = k + j + i; for
some j. In order to compute Pry;;(t), we must first compute the number A(j, k)
of “price fluctuation patterns” that lead to the user’s re-entrance for the first
time at time ¢ = j +4; + k. This number is obviously less than the total number
of patterns of length j + i; + k, namely (j+i;.'+k). Indeed, Fig. 2(a) depicts two
possible ways of price fluctuation, with j = 3, that also lead to the user’s re-
entrance. However, for these patterns this does not happen for the first time after
exactly 7 steps, thus these patterns should not be computed in A(3,1). (Also, for
these patterns, the user’s marginal utility would not continue to decrease expo-
nentially until t = 7, as depicted in Fig. 2(a); it would have become ug once the



user achieves to re-enter.) Hence, in order to compute A(j, k), we must exclude
all those patterns that result in the user’s marginal utility to exceed the auction
price at some time ¢ prior to j + i; + k. In particular, we must exclude all the
sub-patterns having size j' + i;; + k, for all j' < j. Each such sub-pattern must

be excluded (j +ijj:§,_if’) times; this is the number of possible allocations from

time j'+i; +k+1 to j+4; + k that are combined with the original sub-pattern.
Hence, the number of acceptable price fluctuation patterns, A(j, k) is:

A0,k) =1

. Jtii R\ i — g — iy _ (5)
AQj, k) = i —ZA(],k)- i , for j=1,2,....
ot

As already explained, it is feasible for the user’s marginal utility to exceed
the auction’s price only at certain times, namely at times j +i; + k, where ; is
derived from (4). Hence the probability Pry;i(¢) that the user’s marginal utility
(and bid in the auction) exceeds the auction price at some time ¢ for the first
time, is:

_fO0,ifA G st j+ij+ k=t
Pryit(t) = {A(j, k)- (1 —q)*t% . ¢, otherwise. (6)
The cumulative probability that the user’s marginal utility will have exceeded the
auction price up to some time ¢, denoted as Prepig(t) is Premiy(t) = Zi’:l Pryit(t).
We also denote as Prly;, the asymptotic value of Premit(t), as ¢ — oo, which
equals the probability that the user will ever achieve re-entrance.

5 A special case

Assume that « = 1, or equivalently that u; = ug for ¢ = 1,2, .... This implies
that i; = j. This assumption results in a model that is much easier to analyze.
This model will also provide a bound for Prjy;, of the general model, which is
revisited in Sect. 6.

Proposition 1. There holds:

tl—lf& Premie(t) = Priy; =

{L if 0<q<3 -

k
(%) , if %<q<1.
Proof. The cumulative probability is Priy,, = >, o Pruic(t'). Using (6) we ob-
tain:
o0
Prime = AG,k) - (1— ¥ . ¢/ (8)
7=0
First we consider the case where 0 < g < % In this case, the price has a negative
drift. Hence, it is certain that at some point it will drop below the user’s marginal

utility us = wp; see [5]. Thus, the respective cumulative probability is 1. Next,
we consider the case where % < g < 1. We have:



S o 1—g\* & . .
Prtu = Y- 4G (=) = (F21) 50 4G K0 -(1=0) )
j=0

=0

The sum in the right hand side of (9) is identical to that in (8) except that ¢

and 1 — ¢ are swapped. Note that in (8),if 0 < ¢ < % the sum converges to 1.

On the contrary, in (9) we have that 0 <1 — ¢ < %. Therefore, the sum in (9)
k

converges to 1, which implies that Priy, = (%‘1) . if 1 <g< 1. Finally, by

continuity for ¢ — 3, Priy;, = 1 too. O

The same result for k = 1 and g € (%,1) is also established differently in [5].
However, the above proposition was proved for any value of k, because it will be
used in the next section. The aforementioned limits are useful in order to un-
derstand the user resource allocation patterns that result when users participate
in a series of auctions. When the probability of price increase is lower than %,
it is certain that the user will eventually succeed in topping the auction’s price
and reserve network resources again. This is obviously the case for the actual
network (where the cut-off price is determined by competing users) at periods
of low to medium demand. Of course, the lower the probability of price increase,
the sooner the user will be re-allocated network resources in the auction. On the
contrary, when the probability that the price decreases is higher than the proba-
bility that the auction’s price will increase - that is, whenever the competition is
high - it is uncertain if the user will eventually manage to receive service again.

k
The probability that this happens is (111;‘1) , which is a decreasing function of g.

The higher the probability of price increase, that is the more intense the compe-
tition in the auction, the less probable it is for the user to receive service again.
This is justified since if the user’s bid is topped at a very competitive auction,
it becomes very hard for this user’s subsequent bids to become winning again
in the series of auctions that follow, where the cut-off prices tend to increase.
Exponential reduction of the user’s bids (i.e. @ < 1) may only make matters
worse, i.e. result in a smaller value of Pr}y;,. Notice also, that for o = 1, Prjy,
depends on ¢ as well as k, which due to (4) equals k = [(ps — uo)/d]. It should
also be noted that although the result of Proposition 1 is asymptotic for ¢ — oo,
the time horizon is not actually infinite in the sense that the probability of re-
entrance can be well approximated by taking the first few terms of the series
in (8). Thus, the result is still applicable for the purpose of analyzing transient
phenomena. The same comment also applies for the results of Sect. 6 and 7.

6 Revisiting the general model

Having studied the special case of Sect. 5, we return to the general model pre-
sented in Sect. 3 with o < 1, the analysis of which is more complicated, as
already mentioned. The difficulty of providing a closed-form equation for Pr};,



(i.e. the asymptotic value of Preyit(t) for ¢ — o00) is due to the fact that nei-
ther i; nor A(j, k) are known in closed form. However, it is possible to provide
some bounds for these probabilities. Under certain assumptions these bounds
are tight.

Clearly, whenever the probability ¢ that the price goes up in the random walk
is less than %, then the cumulative probability converges to 1, i.e. Priy;,, = 1,0 <
q < % This can be proven by applying the same arguments with these provided
in the proof of Proposition 1. For ¢ > %, the computation of Prly, is very
complicated. Below, we provide an upper and lower bound for this probability.

Proposition 2. We have:
(1—gtm
1-q-(1—g)h

1—q\" 1
SPr:Hit<<—>  if 3 <a<l (10)

1-¢)F +k
(1-9q) p

k
Proof. First, we prove that Priy, < (%) ,if § < ¢ < 1. This is easily

k
proven since (% is the value of Prly,, if a = 1, ie. if uy = uo for t =
1,2, .... In the general model, we have u; < ug. Clearly, by monotonicity, under
the exponentially decreasing marginal utility (and bid) the user can never be

better koff compared to the case where u; = uo for ¢t = 1,2,.... Thus, Prly;, <
1— el
(Tﬁ),ﬁ§<q<L
ki
Next, we prove that (1 —¢)* + k- A-g) "1

Toi—p7 < Prég- We have

Priy = (1-9)" +A(L, k)-g-(1-¢)* " + A(2, k)-¢°-(1—)* T2+ A(3, k)-¢>-(1—¢) o +...
(11)
Due to the exponential decrease of the marginal utility, we have u; —u;_1 =
a - (uj—1 — uj_2), which easily implies that the difference Ai; = i; —i;_; is
non-increasing in j. That is, the number Ai; of extra price decrements required
to cope with one additional price increment is non-increasing in j, although i;
itself is increasing in j. Thus, max {Ai;} = Ai; = i1. Furthermore, Aiy = i2—1;.
Therefore, we obtain that is < 2 -4y. Similarly, Aig = i3 — iy < iy — i1 < iy,
which implies that i3 < @2 + 491 < 3 -41. Continuing this argument, it follows
easily that in general:

ij S ] . 7:1 fOI‘j = 2,3,.... (12)

Applying (5), we have A(1,k) = k. It is also easily seen that A(j,k) >
A(j—1,k) for j=2,3,.... The proof is omitted for brevity reasons. Therefore,
A(j, k) > k for j=1,2,.... Combining this bound for A(j, k) and that for i; as
given by (12), we obtain from (11):

Prig >1—q) " +k-(1—@)" - [I4+q¢- Q-+ - (1-¢*" +.]=>

1— k+i1 .
(1=q) o {sinceq-(1-¢)" <1}

Prig. >1—g)f+k —————
T'cHit —( q) + ]._Q‘(]._q)



We have so far provided an upper and a lower bound for Prly;, for % <
qg < 1. We proceed to investigate the distance between these bounds, which
expresses their accuracy as an approximation of Pr}y;,. Notice that the value of
the distance depends also on i1, which can be computed from (4) employing the
values of pg, up and §. Recall that we have implicitly assumed in our analysis that
the user considered is competitive, which implies that py is not much larger than
up. Users generally select large values of a (i.e. close to 1), in order to avoid very
fast decaying of their marginal utility. Therefore, in order to simplify our study
on the bounds on Prfy;,, we restrict attention to small values of £ only, which are
the ones of practical importance, and we approximate i; with k. (Notice that,
for a = 1 and py = ug, we have i; = k .) As depicted in Table 1, the difference
of the two bounds is very small if ¢ > 0.6. This distance increases significantly
for g € (0.5,0.6) and is unacceptable for k = 2 and k& = 3. Additional numerical
results show that the accuracy improves again for large k.

Table 1. The distance of the bounds of Pr}y;, as a function of k and q.

Difference of bounds of Prjy;,
0.51 0.53 0.55 0.57 0.60 0.65 0.70 0.75 0.80

q:
k=1 0.15 0.12 0.09 0.08 0.06 0.03 0.01 0.01 0.002
k=2 0.55 0.45 0.37 0.31 0.23 0.13 0.08 0.04 0.02
k=3 0.72 0.56 0.43 0.33 0.22 0.11 0.05 0.02 0.01

7 Studying the resulting user resource allocation patterns

Recall that for the user considered, his marginal utility is topped by the auction
price at ¢t = 0. If the marginal utility exceeds again the auction price for the
first time at time t, then the gap length is defined as ¢t. The computation of the
average length can be done numerically as follows: First, we compute k, and
ij for j = 1,2,.... Then, we compute numerically Pry;;(¢) from (6). In order to
compute the average gap length, we must distinguish two cases:

-0<g< %: In this case, since the probabilities Pry;(t) sum to 1, it suffices
to add the products of all possible gap lengths j +i; + k with the respective
hitting probability Pryi(j + 4; + k).

— % < g < 1: In this case, since the sum of probabilities Pry;(t) do not sum
to 1, we add the products of all possible gap lengths j + i; + k with the
respective hitting probability Prynis(j + 4; + k); then we normalize, and by
dividing this sum with the sum of aforementioned probabilities, that is with
the limit Pry;, . Therefore, in this case we compute the conditional average
gap length, given that the user does re-enter.



Therefore, the average gap length AGL is given by:

AGL — ZfilPrmt(jHjJrk)-(j+z'j+k), if 0<g<i
- e Prnie(j +i + k) - ( +i5 + k), if 3 <g<1.

=
Pripic

oot 04 02 03 04 045 D049 08 05 OF 07 08 08 099

Fig. 3. The average gap length as a function of ¢ for up =100, § = 10, a = 1.

Numerical results are depicted in Fig. 3 for a = 1. The values of the average
gap length are symmetric with respect to the axis ¢ = % Note that for values of ¢
that are very small the user is most likely to top the auction’s price immediately
(after 1 price decrease at the next auction), hence resulting in a value of the
average gap length that is very close to 1. Also, for values of ¢ close to 1 the
same values of AVG apply, since in this case the user’s bid will either become
winning again immediately or this will never happen.

The simulation results reported in [1], indicate that the vast majority of user
resource allocation patterns are either perfectly consistent (high-value users) or
comprise very few resource allocations (non-competitive users). For users whose
value is often close to the auctions’ cutoff prices, it has been observed that their
respective resource allocation patterns are typically in accordance with that
depicted in Fig. 1 (a), having few, large gaps; the less preferable patterns with
frequent small-sized gaps (like those depicted in Fig. 1 (b)) are rare as required.
These phenomena are captured by our model. Indeed, users whose bids are often
close to p; can be viewed as participating in an auction with g ~ % and thus the
gaps of their resource allocation patterns are expected to be large.

8 Validation and usefulness of the model

The analysis of the paper was based on the assumption that it suffices to model
the auction’s cut-off price by means of a random walk model. In this section,
we provide an experimental evaluation of the proximity of the estimate of the
model of Sect. 3 regarding the average gap length to that obtained by auction
simulations.



The methodology we adopt is the following: We run various auction simu-
lations where a large population of competing users bid for resources, (see [1]).
After each auction, we store the users who have gaps in their resource allocation
patterns, their respective ug and the gap length. Then, we define an equiva-
lent random walk model: We estimate the probability ¢ of price increase in the
equivalent random walk by dividing the number of price increments of the ac-
tual auction with the total number of price fluctuations. We also estimate the
step & by averaging the actual price differences |p; — p;—1| throughout the actual
auction. After running a large number of simulations of the auction, we group
together those users that have gaps' with similar uy and competed in auctions
that can be described with similar §, ¢q. For each such group, we compute the
mean actual gap lengths obtained in the experiments; this is then compared to
the average gap length derived by means of the equivalent random walk model
using Mathematica. Such comparisons reveal that in most cases our model pro-
vides a very good approximation of the actual gap length arising in the simulated
auction. A typical example is provided in Table 2: in three simulation runs a to-
tal of 10 gaps for users with ug ~ 272, ¢ ~ 0.61, 6 ~ 16 were recorded. Their
mean gap length was 3.3636 while our random walk model gives for the same
up, ¢ and § an average gap length of 3.4883.

Table 2. Typical experimental results demonstrating the accuracy of our model.

Auction Auction simulation results (a = 0.99) Estimated R. Walk
(uo, Gap size) q )
1 (274, 2), (274, 1), (269, 2) 0.62 15.9
(262, 5), (262, 3) 0.59 15.9

3 (276, 7), (276, 3), (276, 2), (278, 7), (278, 2), (278, 3) 0.62 16.1
Equivalent random walk model: ug = 272, ¢ = 0.61, § = 16

Next, we explain how the model can be employed in order to support users.
Recall that users select a utility function on the basis of which the network bids
on behalf of the users; see Sect. 3 and [1]. Note that the user’s selection of «
is of particular importance for the QoS attained. The higher « the higher the
probability of user’s re-entry and the lower the average gap length experienced,
but also the higher the charge. Therefore, budget-constrained users whose ug is
often close to the auction cut-off price end up with a small net benefit. Therefore,
it might be more profitable for the bids of such users to be losing in some
auctions, as long as the resulting gaps are of acceptable sizes. Hence, by selecting
an appropriate value of «, a user can affect both the QoS experienced and the
expected net benefit to be attained from the auction. The best choice of course
depends on the user’s sensitivity with respect to the QoS versus the respective
charge. Clearly, the user should employ in this selection process a proxy of the
expected QoS level. The average gap length computed by means of the random
walk model can definitely be used, and as already explained it constitutes an

! Note that a user may experience multiple gaps in his resource allocation pattern.



accurate estimate. To better illustrate these ideas we present certain numerical
results in Table 3, which shows the sensitivity of the average gap length with
respect to a € [0.960,0.999] for the equivalent random walk model of Table 2.
We assume that we are in the context of a UMTS network where a new auction
is run every 10 msec [1]. Clearly, QoS-sensitive users should opt for a value of
a in [0.99,0.999], while those more interested in attaining a somewhat lower
charge than receiving almost perfect QoS should select « in [0.965,0.990]. On
the contrary, any selection of a < 0.96 results in an average gap length of more
that 500 msec, and thus it should be avoided.

Table 3. Sensitivity analysis depicting the relation of the value of a involved in the
user’s utility/bidding function and the respective expected average gap length.

Average Gap Length sensitivity analysis
(model parameters: uo = 278, ¢ = 0.355, § = 10.9)
«: 0955 0.960 0.965 0.970 0.975 0.980 0.985 0.990 0.995 0.999
AGL: 53.06 5185 30.89 27.78 24.08 1837 1257 7.08 434 347

9 Conclusions

In this paper, we have analyzed the mechanism of [1], where users participate in
a series of consecutive sealed-bid auctions, aiming at reserving the same amount
of units of the resource auctioned. We have introduced a random walk to model
the fluctuations of the auctions’ cut-off price. Using this model, we have studied
the resource allocation patterns of a user whose utility /bidding function remains
constant as long as the user’s bids are winning while it is exponentially decreas-
ing in case the cut-off price exceeds the user’s bid. Finally, we have provided
experimental results validating the model and demonstrated how it can be used
in order to support the user in the selection of one of the parameters for his
bidding function.
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