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Abstract. System-on-a-chip (SoC) has emerged to become a cost-effective ap-
proach for embedded systems design with rapid advance of semiconductor 
technology. It allows designers to integrate a number of heterogeneous IP 
blocks together based on a system interconnect. However, traditional dedicated 
wiring as the system interconnect has many shortcomings, such as non-scalable 
global wire delay, failure to achieve global synchronization, and errors due to 
signal integrity issues. These problems can be mitigated by the network-on-
chip (NoC) architecture based on regular on-chip communication networks. In 
this paper, we present three efficient switch designs for NoC systems based on 
circuiting switching. Such switch designs with efficient buffer management can 
provide the on-chip network with guaranteed throughput and transmission la-
tencies. 

1.   Introduction 

System-on-a-chip (SoC) designs provide designers to integrate a number of IP blocks 
together. These IP cores can be a processor, DSP, FPGA block, or embedded memory. 
With rapid advance of semiconductor technology, the complexity of such SoC in-
creases as a result. By the end of this decade, a single chip will accommodate up to 1-
billion transistors. Thus, the number of IPs in SoC designs can scale from a few doz-
ens to several hundreds or even thousands [1], [5].  

One of the challenges in the billion-transistor era is the communication infrastruc-
ture between heterogeneous cores having different characteristics. The interconnect in 
current SoC based embedded systems for connecting IPs is typically dedicated wires 
or shared buses. The dedicated wiring approach provides the best communication 
performance, but its design has poor reusability and scalability. Furthermore, the wire 
latency and noise significantly affects the reliability of systems when the system com-
plexity increases and the feature size decreases. The shared bus architecture provides 
a pool of bandwidth among all the cores in the system. However, the shared bus lim-
its the growth of system complexity. To deal with the interconnect problems in SoC 
chips, a new methodology has to be developed for the next-generation SoC paradigm 
[2], [3], [4], [5]. 



To overcome the communication problems of SoC designs, network-on-chip (NoC) 
with regular tile-based architectures has been proposed for interconnecting the IPs in 
SoC.  Such on-chip interconnection networks provide a high-performance chip-level 
communication infrastructure with regularity and modularity. Fig. 1 shows the com-
munication infrastructure of NoC with a 2D-mesh tile-based architecture [2], [3], [4], 
[5]. 
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Fig. 1. The communication infrastructure of NoC with a 2D-mesh tile-based architecture. 
The dotted lines indicate some of the circuit paths provided by the circuit-switched net-
work 

The major component in the communication infrastructure of NoC is the routing 
switch. In Fig. 1, each switch connects up to four neighboring switches and an asso-
ciated local tile.  The switch forwards packets from an input port to the destined out-
put port according to the routing result of the network. In many applications such as 
multimedia, mobile component, telecommunication and consumer electronics, the 
characteristics of the communication traffic between IPs can be diversified. The 
switch needs to efficiently utilize the limited bandwidth of the links to deliver com-
munication data between IPs and satisfies the different requirements of IPs. However, 
VLSI design is very cost-sensitive, and the required communication quality-of-
service (QoS) must be achieved at a reasonable cost.  

The circuit-switched network is suitable for NoC architectures since the transmis-
sion latency and throughput can be guaranteed. Furthermore, the complexity of the 
switch architecture in the circuit-switched network is low since its main function is to 
connect the incoming links to the outgoing links. The drawback of circuit-switched 
networks is locking resources for the duration of the data transfer. However, this can 
be alleviated by using virtual channel networks.  

In this paper, we address a pre-scheduled circuit-switched network. Such network 
is suitable for the on-chip network. We also design and implement three efficient 
switches for such on-chip network. Compared with the design proposed in [9], our 
first design provides a lower cost. Furthermore, for decreasing the cost and latency, 
we design other two switch architectures. Our design provides high performance at a 
reasonable cost. 



The next section describes the architecture of the circuit-switched network briefly. 
In Section 3, we present the design of our switches. Section 4 shows the implementa-
tion results. Finally, concluding remarks are given in Section 5. 

2.   Circuit-Switched Networks for SoC 

When a sender wants to deliver data to a receiver in a circuit-switched network, the 
communication path between the sender and the receiver is established firstly. If there 
are lots of communication paths in the network at the same time, a link may be shared 
by multiple paths. Fig. 1 has shown such a network for example. In this diagram, the 
dotted lines represent the communication paths. The two paths path(S0,S1) and 
path(S0,S4) share the link between Tile0 and Tile1. Time-division multiplexing 
(TDM) technique can solve the problems of sharing links. In TDM, a frame is divided 
into a fixed number of time slots. When a communication circuit is established across 
a TDM link, the network allocates a certain number of time slots in each frame of this 
circuit for the sole use of data transmission. 

Before transmitting data, traditional computer networks use the routing probe to 
establish communication circuits. The routing probe progresses toward the destina-
tion to reserve a certain number of time slots for a communication circuit as it is 
transmitted through intermediate switches. When the probe reaches the destination, 
the communication circuit has been set up and an acknowledgement is transmitted 
back to the source. The circuit is released as the data has been transmitted. Fig. 2 
shows the time-space diagram of a circuit-switched message. In such architecture, 
switches need to allocate the valid time slots for the circuit setup. If the network is 
congested, the setup time tsetup might be unacceptable. The traditional computer net-
works use this approach to achieve guaranteed service, since the communication 
paths in the cyberspace are too diverse to predict. 

 
Fig. 2. The time-space diagram of a circuit-switched message 

In NoC design, the requirements of communication between IPs are estimated be-
fore they are assigned to the tiles. The pre-established circuit-switched network is 
appropriate for NoC. In many methodologies of NoC approaches [4], [6], [7], [10], a 



mapping algorithm is needed to map IPs onto the tiles in the NoC architecture. The 
mapping algorithm must consider the communication delays and bandwidths between 
the tiles while it maps the IPs onto the tiles. Thus, after all IPs have been mapped, the 
communication paths among the tiles of the NoC are potentially existent. Switches 
can use a table in the switch to store the routing information. Therefore, before 
transmitting data, switches do not have to set up a communication circuit.  

There have been several recent studies on NoC architectures [2], [3], [4], [5], [8], 
[9], [11], [12], [13], [14], [15], [16], [17]. In [12], the proposed architecture differs 
from others in that they use the Butterfly Fat Tree architecture as the backbone of 
NoC. They also design a switch with wormhole routing for their NoC architecture. In 
[9], a guaranteed-throughput switch is presented. Their switch supports unicast and 
multicast with pre-scheduling.  The input buffers and output buffers in this switch use 
several frame buffers implemented with random access memory. The cost of their 
design is too high to be useful in the on-chip network. 

 
Fig. 3. The diagram of input buffering architecture 

Switches connect to up to five links, as S4 in Fig. 1. An arriving flit may be stored 
in the buffer firstly. The output port of the switch selects a flit from the buffer and 
injects it into the network according to the routing table. In the buffering strategy, we 
distinguish output buffering and input buffering by the location of buffers inside the 
switch [13]. An input buffering architecture is shown in Fig. 3. In this architecture, 
the buffers are at the inputs of the switch. This architecture needs a routing table to 
determine at which times which buffers are connected to which output ports with 
contention freedom. In this switch, flits from the input ports are buffered awaiting 
transmission by the output ports. The size of a frame buffer, FB, in the switch is: 

SNBWFB ××=      (1) 



 where BW is the link bandwidth, N is the number of time slots, and S is the interval 
of the time slot. With a link bandwidth of 1Gbps, the number of time slots of 16, and 
the interval of the time slot of 2µs, the size of the FB is more than 33Kb. The sizes of 
the buffer in previously proposed architectures are over than two frames [9], [13]. 

Since NoC architecture design is cost-sensitive, the buffer size must be decreased 
as much as possible. We hence propose the switch architecture with only a frame 
buffer at every input. 

We show the diagram of this architecture with one input and its associated output 
port in Fig. 4. We omit the global signals such as clocks, reset and some stimulating 
signals in this diagram for simplicity. In this architecture, each input has a frame 
buffer (FB) and two input slot address tables, ISATa and ISATb. The FB is used to 
store the input frame data, while the ISATs are used to store the addresses of the input 
data in the FBs. Each output port has a private input time slot table (ITST), and the 
ITST has two fields, input port (IP), input time slot (ITS). Furthermore, each input 
port has a private output port table (OPT). The OPT and the ITST determine at which 
times which buffers are connected to their output port respectively.  

 
Fig. 4. The switch architecture with a frame buffer at each input 

Latency is defined as the duration of a packet being transported from the sender to 
the receiver. The major factors of the latency are the latency of the switch and latency 
of the link, denoted by Ls and Ll. The latency for sending one bit of data from tile tilei 
to tile tilej can be analytically calculated as: 
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where nhops is the number of switches the bit passes on its way from tile tilei to tile 
tilej. If the latencies of all switches in NoC are equal, the equation (5) becomes: 
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bit LnLnL ×−+×= 1,  (3) 

Compared with the architecture in [9], the architecture in Fig. 4 provides a lower 
cost. However, both switches do not deliver the data of the frame to the next destina-
tion until all flits of the frame have already arrived. Thus, the latency of these 
switches is too long. In NoC architecture, we do not need to do so. For decreasing the 
latency of the switch, the arriving data has to be transmitted as early as possible.  

3.  Design of Efficient Switches 

In Fig. 5, the architecture is simpler than the architecture shown in Fig. 4. Arriving at 
an input port, the data is buffered in the temporary register. Without the whole frame 
has arrived, the data will be stored in the FB or directly sent to output ports. To do so, 
a comparator is needed to control the direction of the data stored of the temporary 
register. The comparator compares the input time slot of the data with the output 
address to generate the control signal which determines the destination of the data of 
the temporary register. If the data of the temporary register exactly is one of other 
output ports want to transmit, it is sent to this output port immediately. Otherwise, it 
will be stored in the FB, since it needs to wait for transmitting with a certain times. 
The address of the data in the FB is based on the input time slot of the data. The time 
of the data storing in the FB does not exceed the period of a frame transmission. Thus, 
a FB is enough to store all input data that need to wait for transmitting. 

 
Fig. 5. The switch architecture with one FB at each input 

 



A scheduler is needed to lower the waiting time. By employing optimal scheduling, 
the latency of data staying in switches can be minimized. Such optimal scheduling is 
an NP-complete problem. In the design described in the following, it meets the worst 
case scenario that all input data need to be stored. Therefore, the size of the buffer at 
each input is one FB.  

In this architecture, some locations of the buffer will never be used for storing data, 
since some data is immediately transmitted. The unused space of the buffers in the 
switche is wasted. Though the size of the buffer depends on the scheduling algorithm, 
we also propose a second switch design in this section that reduces the cost of the 
switch.  In this architecture, the buffer size at each input is less than a FB according to 
the application and can be designated by the designer.  

 
Fig. 6. The switch architecture with less than one FB at each input 

Fig. 6 shows the low-latency and cost-effective switch architecture with less than 
one FB at each input. In this architecture, the size of the input buffer, denoted by KB, 
is designated by the design according to the specific application. The slot address 
table (SAT) stores the addresses of the data that needs to be buffered in the KB ac-
cording to the input time slots of the data.  

When arriving data needs to be stored into the KB, the log2K Counter provides an 
address. The size of the counter is at least log2K bits. The KB uses this address to 
store the data. Meanwhile, SAT stores this address in the location corresponding to 
the input time slot of the data. In each output time slot period, if one of the data in the 
KB is to be sent to the next switch, the SAT outputs the address of the data according 
to the ITS selected by the OP of the OPT. The data of this address in the KB is sent to 
the scheduled output port.  



The size of the SAT is ⎡ ⎤KS 2log×  bits, where S is the number of time slots in a 
frame. With S of 32, K of 16, the size of the SAT is 128 bits. Such size is smaller than 
a location of the buffer in the switch. Hence, the cost of this architecture is signifi-
cantly reduced. 

4. Implementation 

We have implemented the designs described in the above. We use pipelining tech-
nique to improve the performance. This architecture has three pipeline stages. The 
number of the time slots in a frame is 16. The data bus of the input port is 128 bits. 
We need one clock cycle for a packet crossing a link. Thus, the packet size is 128 bits. 
The table setup circuit is responsible for setting up the OPT and ITST and forwards 
the setup message to the next switch. Before initializing the system, the data for the 
setup table must be pre-scheduled and generated by a software scheduler. The sched-
uler could be part of the EDA tools for the NoC platform. On the other hand, we can 
also embed the scheduler into the chip and run be a processor core. Such design can 
dynamically schedule the circuits in NoC. Our design can support both scheduling 
methods.  

Table 1 illustrates the chip area of three designs. Each is a 5 × 5 switch with a 
clock rate of at least 1 GHz supporting 16 time slots. The link width of the first and 
the third architectures is 128 bits while the second is 32 bits. The size of the buffer at 
each input of the switch for the first and the second architectures is a frame while the 
third is half a frame. In the experiment results, the third architecture reduces the cost 
significantly. 

Table 1.  Chip areas of three designs 

Switch Architecture Chip Area 
128 bits with one frame buffer at each input 1.48mm2

32 bits with one frame buffer at each input 0.4mm2

128 bits with half a frame buffer at each input 0.26mm2

 

Table 2.  The comparison between our design and others 

Design Link Width Freq. A. Bandwidth Area Technology 
Ours 128 1GHz 640Gb/s 0.26mm2 0.18µm 
[8] 32 185MHz 29.6Gb/s 3.5 mm2 0.25µm 

[13] 32 500MHz 80Gb/s 0.175mm2 0.13µm 
 
We have used TSMC 0.18µm technology to implement our designs.  The layout 

of the first design in the table is shown in Fig. 7. Our chip has an aggregate band-
width of 5 × 1 GHz × 128 bits = 640 Gbit/s. Table 2 shows the comparison between 
our design and others. In [8], a switch for multiprocessor with latency insensitive 
NoC is proposed. In [13], their switch also provides both circuit-switched and 



packet-switched transmissions. To reduce area, they have implemented a dedicated 
FIFO architecture with full-custom design. However, our design achieves higher 
throughput with less advanced technology. 

5.   Conclusions 

In this paper, we propose the pre-scheduling circuit-switched network for the on-chip 
network in embedded system design. Such network does not set up communication 
paths before transmitting data. Thus, it provides guaranteed transmission throughputs 
and latencies. We have designed three efficient switch architectures to support this 
network. In these architectures, we show the trade-offs between hardware complexity 
and efficiency. We have used TSMC 0.18µm technology to implement our designs. 
The layout of one of the designs has an area of 0.26 mm2 and offers 640 Gbit/s ag-
gregate throughputs. 

 
Fig. 7. The layout of the design of 128 bits with one frame buffer at each input 
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