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Abstract. Policy decisions in governmental models are often based on
their perception and acceptance in the general public. Traditional methods
for harvesting opinions like telephone or street surveys are time intensive
and costly and direct interaction between a governmental member and
the population is limited. Social media harbor the chance to easily get a
high number of opinions and proposals in form of poll participation or
interactive debate contributions.
Especially debates about political topics can generate data which are
hard to interpret because of its length and complexity. We propose a
collection of methods to support a decision maker in gaining an overview
over textual debates coming from several social media to save time and
effort in manual analysis. Our approach enables an efficient decision
making process by a combination of automatic topic clustering, sentiment
analysis, filtering, and search functionalities aggregated in a graphical
user interface. We present an implementation and a use case proving the
usefulness of the proposed methodologies.

1 Introduction

Decision-making processes for policies and their outcomes are often based on their
perception and acceptance in the general public. An approach to gain a more
representative opinion for a focused theme as well as to acquaint the public with
the topic and present it from several perspectives, is to build a platform in which a
policy maker (e. g. a member of government) solicits contributions from the public
for a specific topic. The core functionalities expected from such a framework are:
structured polls, moderated debates, and the ability to provide access from as
many social media sites as possible. Structured polls should support questions
with multiple choice or free text answers. Moderated debates should allow the
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public to provide more detailed feedback while also being exposed to others’
thoughts, enabling decision makers to learn about aspects and perceptions not
thought of before. In order to gain access to many participants, the framework
needs to provide access to people in social media like Facebook, Blogger, Twitter,
and others.3

As these social media are very well inhibited, polls or debate questions can
lead to a huge number of contributions. A decision maker cannot be expected to
consume all comments, and thus the framework also needs to provide support
for efficient sifting through long debates. The need and a proposal for such
framework, including several methods, are described in this paper. We focus on
the analysis of textual data in debates.

Following is Sect. 1.1, in which we briefly cover related work. Sect. 1.2 then
describes an implementation of a framework for policy-making support in online
communities. The fundamentals as well as the combination of methods to support
a decision maker by increasing the use of harvested data are presented in Sect. 2.
Results are explained by means of a use case in Sect. 3, and a summary is given
in Sect. 4.

1.1 Related Work

The analysis of weblogs (blogs) is a topic currently heavily investigated. As an
example, the EU project SynC3 [18] is aiming at structuring the information
of personal blogs to combine them with news information. The application
BlogPulse [6] was developed to discover trends in a set of 100,000 weblogs.
The output are key person names, phrases, and paragraphs. Qiazhu Mei et al.
focused on the extraction of spatio-temporal data together with subtopics [13].
Monitoring the development in blogs is described by [14]. They cover technical
issues like website extraction and cleaning as well. The important challenge
of analyzing trends of opinions and sentiments is addressed by [15]. Teufl et
al. proposed a clustering and graph-based framework [20] to limit the need for
manual analysis. Maragoudakis et al. [10] reviewed different opinion mining
methods and developed a framework to use them. The impact of social media to
elections (especially in the Netherlands) is proven by [4]. The way how members
of parliaments use Twitter for online discussions is investigated by [19].

Next to this work, some governments already have online platforms to get into
contact with the population. An example is the platform ePetition4 in Germany
allowing for signing a petition which forces the government to discuss the topic at
a specific number of signatures. For each petition, a discussion forum is available
as well. In Greece, the platform OpenGov5 allows for discussion of current laws
in development.

3 http://www.facebook.com/, http://www.blogger.com/, http://www.twitter.

com/
4 https://epetitionen.bundestag.de/
5 http://www.opengov.gr/
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Fig. 1. Structure of the +Spaces platform

Research in these fields is often concerned with methods from the area of
information extraction and natural language processing. A short overview of such
approaches can be found in [11].

1.2 Policy-making Support in Online Communities

The EC project +Spaces6 (dubbed positive spaces) aims at developing a workflow
to allow policy and decision makers to interact with the inhabitants of virtual
spaces [22]. As presented in Fig. 1, a government officer accesses the platform
through a single front end. She can e. g. assemble a poll consisting of several
questions, each with several answer possibilities and/or a free text field. Another
possibility is to initiate a discussion and provide an initial statement for that.
While polls have the focus on getting feedback for a ‘closed’ question, the second
possibility allows for learning about novel ideas and insights a government officer
may not have thought of.

After designing the poll or debate statement (what we call experiment),
the experiment is deployed to the virtual spaces using the middleware and the
connected management layer. +Spaces is focusing on Facebook, Blogger, Twitter,
and Open Wonderland7. The latter is an open source 3D world environment
with similarities to Second Life8 but the advantage of being deployable on self-
administered servers and connectability due to source code availability.

6 http://www.positivespaces.eu/
7 http://www.openwonderland.org/
8 http://secondlife.com/
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Inhabitants of these worlds, namely people registered to Blogger, Twitter,
or Facebook, can then participate in these experiments. Announcements are
designed in a way such that viral dissemination is supported which is common
in Facebook through ‘sharing’ and in Twitter through ‘re-tweeting’. This fact
is supported by the numbers of participants of a pilot for poll experiments in
2011. Here, 77 participants made 473 contributions in different virtual spaces, 56
participants were recruited virally.

Through a notification mechanism, the data generated by the participants
are propagated by the middleware to services to provide an analysis to the policy
maker. Services as well as connectors to virtual spaces are modular and can
be extended anytime. Figure 1 shows that one of the services developed in the
+Spaces project is the proposed data analysis presented in this paper.

Our hypothesis is that such a way to prepare and present data, focusing
on textual debates in this contribution, can support a policy maker by saving
time and in getting an overview of the data. The fundamental idea is that by
means of sentiments as well as main topics, debate contributions typically repeat
themselves throughout a discussion—such characteristics need to be determined
and shown to the user. In the following Sect. 2, the fundamentals of such methods
and our adaptions are explained.

2 Methods

In the following, the methods for the analysis of semi-structured debates from
online communities are described. They are designed to prepare the support of a
policy maker.

2.1 Topic Modeling

The fundamental idea of modeling the topics of a debate is to present the main
themes which are occurring. Additionally, the main words describing a topic
are extracted. We follow two different strategies here, a k-means clustering [9]
followed by an extraction of most important phrases; and alternatively a joint
approach using latent Dirichlet allocation (LDA) [2]. The implementations from
the Mallet toolkit [12] are used.

Typically for topic modeling, n grams or single tokens are used as input.
To support a good understanding of the textual context, we are using noun
phrases instead or optionally in addition. To limit the dimensionality, each token
is previously transformed to its stem9. Stop-words are removed as well as URLs,
email addresses, and numbers.

k-means Clustering The clustering method k-means [9] is an iterative approach
to assign instances di (0 ≤ i < n, with number of instances n) to a given number
k (k ∈ N>0) of clusters. All instances in one cluster should have a high similarity

9 Using the Snowball Stemmer http://snowball.tartarus.org
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with respect to some metric m(dq, dr). Each instance is correponding with a
debate contribution in our case.

In short, the Voronoi iterations to find k clusters work as follows: Randomly,
the instances di are assigned to k clusters. With respect to the metric m, the
cluster centers are computed. Then, each instance is assigned to the closest cluster
center, followed by re-computation of the cluster centers. This iterative algorithm
stops when the clusters are stable or after a specified number of iterations.

The cosine similarity measure on the tf·idf-weighted term vector space is used
as metric m here. Each instance is represented by a vector of weights wl for the
occurring tokens in the lth instance. The weight wk,l for the kth token in the
lth instance is wk,l = tfk,l · idfk, where tfk,l is the frequency of the kth token
(term frequency) in the lth instance normalized by the frequency of the most
frequent term in that instance, which is a local measure. The global measure
inverse document frequency is the logarithm of the number of instances by the
number of instances with the kth term [1].

The cosine similarity measure m(dq, dr) :=
wq·wr

|wq|·|wr| is the degree between

two instances dq and dr with weight vectors wq and wr in that vector space [1].
To detect the most important terms representing all instances in each of the k
clusters, we use the highest ranked terms with respect to tf·idf. Note that these
tf·idf values are not the same as in the clustering: In contrast to measuring the
similarity of contributions, similarities of clusters are taken into account here.
Therefore, all terms in one cluster are handled equivalently and 0 ≤ l < k.

Latent Dirichlet Allocation The basic idea of latent Dirichlet allocation is
that instances are represented as random mixtures over latent topics, where each
topic is characterized by a distribution over terms [2]. Again, we allow to use
stemmed noun phrases. LDA combines the two steps of clustering and extraction
of keywords presented in the previous section in a joint fashion. As all documents
are assigned to several topics, we report the most probable topic only. The values
of the parameters of the LDA implementation in the Mallet toolkit are adapted
as described by [17].

2.2 Sentiment Analysis

Sentiment analysis is the assignment of an expressed sentiment to a text fragment.
Typically, the classes positive and negative, and neutral are used [5,7,8]. Most
systems incorporate dictionary-based features; in the most straight-forward case,
string matching with word lists with positive and negative connotation. An
example for such system incorporating dictionaries next to other methods applied
on online debate data has been presented by [16].

We apply a dictionary-based approach using the word lists of 6859 words
(4818 negative, 2041 positive) provided by Hu and Liu10 [7]. Let D+ be the set of

10 http://www.cs.uic.edu/~liub/FBS/opinion-lexicon-English.rar, accessed 1st
Dec 2011

http://www.cs.uic.edu/~liub/FBS/opinion-lexicon-English.rar


Header

Settings

Tag Cloud

Graph View Text View

Topic overview

Descriptive Statistics

Annotated Debate

(a)

(b) (c)

Fig. 2. Schematic structure of the graphical user interface for the interactive debate
visualization

positive words and D− the set of negative words. A sentiment score sent(di) for
a textual contribution di (where tik is the kth token in di) is sent(di) =

∑
k sik,

where sik = 1 if tik ∈ D+ and sik = −1 if tik ∈ D−.

As described in Sect. 2.1, the contributions are clustered into topics of similar
content to provide the user with an overview what the debate is about. To
enhance that with the associated sentiment, we assign the sentiment score of
the documents of topic Ti by ŝent(Ti) = 1

|Ti|
∑

di∈Ti
sent(di), where 1

|Ti| is a

normalization factor. The combination of sentiments for LDA could have been
implemented by taking the probabilities of tokens representing a specific topic
into account as well. A drawback would be the limited transparency of the
approach to the user.

2.3 Concepts of User Interaction

In Sect. 2.1 and 2.2, the methods to support a user in analyzing a textual debate
for a specific theme have been introduced and explained. The results of these
analyzes need to be shown to a reader or decision maker in an intuitive way.
We implemented a web service based on a relational database harvesting the
necessary data. This database acts as a temporary storage of the clustering results
and updates the content in real time when a new debate contribution is included.
Figure 2 shows a schematic overview of the web-based interface, divided into two
main sections: The header of the page (a) acts as a common part for automatic
summarization of the debate and the possibility to parametrize topic modeling
and the sentiment analysis. The lower part is divided into the graph view (b)
and the textual view (c) onto the debate.

An introduction of the debate content is given by a tag cloud of the main
phrases in the debate and a depiction of demographic data of the participants.
The selection of methods and parameters presented in Sections 2.1 and 2.2 is
user-specified.
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Fig. 3. Example debate thread with clustering and graph depiction.

In the graph view section (Fig. 2(b)), a graph consisting of vertexes vi for
each cluster Ti and directed edges ej = (vk, vl) is shown. Such edge is introduced
if and only if ∃dm ∈ Tk and ∃dn ∈ Tl such that dm and dn are directly succeeding
in the debate thread. A weight denoting the number of succeeding contribution
pairs is additionally attached to that edge. In that way, the graphical depiction
summarized the linear structure of the thread by means of topics. It makes loops
in contributions of same topic or between different topics clearly observable. An
example of a debate thread together with its graph view is shown in Fig. 3. Here,
topic T1 as well as T2 consist of three contributions, while two are answering
without changing the topic. The contribution with topic T3 is leading back to T1,
while there is only one transition between all different clusters of topics.

The textual view (Fig. 2(c)) consists of two different sections. Firstly, the
found topics are presented together with additional information, i. e. the top
words describing the topic of the cluster, the number of debate contributions |Ti|
in the ith topic and a normalized sentiment score ŝent(Ti). The second subsection
of the textual view consists of the annotated text itself. The information added
to the text is the annotation of words associated with a sentiment, the sentiment
score of each contribution and a highlighting of the topic-distinguishing words of
each cluster.

This view needs to be highly interactive by means of different filtering pos-
sibilities: The user can select a topic to limit the shown debate distribution to
those in the topic. Additionally, it needs to be possible to show only contributions
associated with a positive or negative sentiment or to filter the contributions by
a specific word, be it freely specified or selected from the tag cloud.

3 Results and Discussion

3.1 Experimental Setup

As described in Sect. 1.2, one aspect of the +Spaces project is to create a platform
for civil servants and policy makers which provides an easy to use and clearly



Fig. 4. Frequency based tag cloud of the evaluation debate

Fig. 5. LDA clustering results of the evaluation debate as list

arranged graphical user interface for practical usage within a political context.
To reach this goal, an example debate has been annotated in cooperation with
the policy makers for analyzing the usefulness of the presented approaches.

A debate about the current Greek financial crisis was selected [21] and
annotated by two members of a focus group. This group has the function to
evaluate and discuss the results coming from the +Spaces consortium and the
members have a strong political background. The chosen political debate has
a length of 39 contributions coming from 24 different participants. The total
number of words in this debate is 3994, the average contribution length is 102,
the standard deviation is 90.

The task of the annotators was to underline the most important terms, as well
as to assign a sentiment. For simplicity, one of three sentiment classes (positive,
negative, neutral) were attached to each contribution. This task turned out to be
complex for the special case of political debates; the inter-annotator agreement
determined via Cohen’s kappa [3] for the sentiment annotation is not substantial.

3.2 Header Section

The top part of the graphical user interface contains a tag cloud providing a
first overview of the debate’s content (cf. Fig. 4). The main tags (size is coupled
logarithmically to frequency) show that the content of the debate is a political
discussion concerning Greece and Greek people, the government and taxes. The
tag “debt” provides an indication that the debate is about a financial topic.

3.3 Textual View Results

Figure 5 exemplifies the structured results of LDA applied to the debate intro-
duced in Sect. 3.1. Each row in the table corresponds to a detected topic. The first
column allows the user for filtering the debate contributions only showing the ones



Fig. 6. Automatically annotated text of the evaluation debate [21] with the additional
pseudonymized information about the user, the virtual space, the topic membership,
the time stamp, and the sentiment score.

from the specified topic. The third and main column shows representative words
and phrases together with the color used to highlight them in the debate text.
The fourth column shows the number of debate contributions in this topic. This
gives the user an impression of how dominant a specific topic is in comparison
to the others. The fifth column shows the ratio of the number of found relevant
words in this topic and in the whole debate. This value can be understood as
specificity of the topic.11 The last column shows the overall sentiment score of
the contributions in the specific topic.

LDA automatically identified three different topics in this case, while a fourth
cluster contains contributions that are unspecific (no important words found).
24 of 74 unique relevant words defined by annotators to be of interest (32.43 %)
are detected. The k-means algorithm with tf·idf ranking determinates 15 of the
relevant words (20.27 %). The three topics give a good insight in the main parts
of the discussion: Topic 1 may be called Political Context in Europe, the 2nd
Financial and Business Issues and the 3rd Greek Opinions.

With the knowledge of the main topics, the user may want to have a closer
look at the detailed results of the topic modeling and the sentiment analysis

11 If the ratio is close to 1, nearly all relevant words are only mentioned in the topic
specific contributions.



Fig. 7. Screenshot of the graph view of the evaluation debate with LDA.

according to the debate’s text. Figure 6 exemplifies the contribution-based layout
of this section. The important information provided to the user are the time when
the contribution was written, the user information, the assigned topic id and the
sentiment score of the particular contribution. The text itself is annotated with
relevant words using the appropriate color. The topic assignment is stated by
the topic id and the colored bar on the left border of the contribution.

In addition to the annotation of all relevant words of each topic, the textual
view is enriched with the sentiment score. The annotations in the text are
presented with a colored underscore and a [+] for a word with positive and [−] for
a word with negative sentiment.

3.4 Graph View Results

Figure 7 shows the visualization of the resulting graphs based on LDA. As
described in Sect. 2.3, the number of nodes is equivalent to the number of topics
and the labeled edges encode the topics and their transition within the succeeding
contributions. In k-means clustering, the number of topics is exactly as specified
by the user, in contrast, LDA uses three clusters and leads to a well-arranged
graph. The colorization of the nodes is associated with the colors in Fig. 5. The
most relevant words of each topic are presented inside of each node. A link to the
textual view of the contributions within this cluster is provided. The graph view
enables the user to analyze the structure of the debate in a very condensed way.

4 Summary and Future Work

Analysis of textual debates from online communities and presenting them in a way
that is clear and valueable for policy makers is a challenging task. In this paper
we presented our approach to this challenge, incorporating topic modeling and
sentiment analysis, and a web-based implementation of innovative visualizations
for presenting the results in an easily perceivable way.



An overview of a debate is presented as a frequency weighted tag cloud.
The determination of the main topics along with their most important words
allows policy makers to get deeper understanding into a long debate, especially
in the graphical view and the annotated text with different colors. Each topic is
additionally assigned with the average sentiment score to not only show most
important phrases but the associated emotions as well.

The manual annotation of data is a difficult task, as shown by the limited
agreement of two annotators. Nevertheless, we could show on an example debate
that despite of the comparatively low complience with manual annotation, the
automated approach can lead to understandable and helpful results. How to eval-
uate such unsupervised methods is still question of research: While an annotator
may find some clustering meaningful, another automatically detected one can as
well be helpful while being less obvious.

Future work will focus on the execution of a pilot of the whole +Spaces
platform, specifically for debates. We assume to retrieve a large amount of real
world data and will optimize our approach on such contributions coming from
Facebook, Blogger, and Twitter. Presumably, the language used in political
debates performed on such platforms differs from texts on other platforms. The
same holds for other topics, depending on the participating users and technical
limitations, like the limited lengths of texts.
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