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Abstract. Incident Management is the process through whithsuipport
organizations manage to restore normal service atiper after a service
disruption. The complexity of IT support organipats makes it extremely hard
to understand the impact of organizational, stmattuand behavioral
components on the performance of the currently tdbmcident management
strategy and, consequently, which actions coulddawveit. This paper presents
SYMIAN a decision support tool for the improvement afident management
performanceSYMIANIs a discrete event simulator that permits to pestible
corrective measures for the IT support organizabiefore the expensive actual
implementation.SYMIAN models the IT support organization as a queuing
system, considering both the time spent by opesatmrking on incidents and
the time spent when waiting for operator's avalitybi Experimental results
show theSYMIAN effectiveness in the performance analysis andropiion
of the incident resolution time for a fictitiousgamization designed according
to real-life experiences.

Keywords: Business-driven IT management (BDIM), decision psrp
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1. Introduction

The IT Infrastructure Library (ITIL [1]) is a comphensive set of concepts and
techniques for managing IT infrastructure, develeptnand operations. Developed
by the UK Office of Government Commerce (OGC), It .today the de facto best
practice standard for IT service management. Antbegorocesses that ITIL defines,
Incident Managemeris the process through which IT support organiretimanage
to restore normal service operation after a disoapias quickly as possible and with
minimum impact on the business.

Like other IT service operation processes, thedewi management process has
objectives that are organization-specific and daefiby the business management,
e.g., compliance with SLAs for some (premium) cuosos, minimization of
economic cost in restoring service, or overall mization of service disruption
interval. The achievement of business objectiveduim requires, at the business



management level, the definition and implementatin strategies in incident
management.

IT support organizations need to assess their pedioce in dealing with service
disruptions, in order to verify the effectivenest tbeir incident management
strategies and to evaluate possible alternativeegfies. Frameworks such as ITIL
and COBIT [2] help by defining objectives for ineitt management, and usually
linking them to simple high-level organization-wigerformance metrics such as the
mean time to incident resolution. However, the gerfance analysis of large IT
support organizations is non-trivial and might i a large set of complex and
lower-level metrics.

The complexity of IT support organizations and wide set of metrics to consider
make it extremely hard to assess the performanceunfently adopted incident
management strategies. The evaluation of altematiategies is even more difficult,
as the estimation of potential improvements indeat management requires both an
accurate modeling of the IT organization and thentdication of critical parameters
at the organizational, structural, and behaviomlel on which to operate. In
particular, the realignment of incident managensrdtegies has to consider a large
set of possible operations, such as restaffing ¢@®ructuring of the support
organization by increasing or cutting staffing lsyeor the transfer of operators
around support groups, possibly on retraining), tredimplementation of different
incident assignment and/or prioritization policies.

The complexity of the incident management domairkemat impossible to treat
the performance optimization problem analyticabyd calls for simulation-based
approaches. In this context, the paper pres8hitd AN (SYmulation for Incident
ANalysis), a decision support tool based on digcetent simulationSYMIAN is
designed to evaluate and to optimize the performanfcthe incident management
function in IT support organizations.

SYMIANmodels the IT support organization as a queuistesy, an approach that
is particularly well suited for the incident managent application domain. In fact, it
allows to distinguish the two main components & thme to resolve an incident:
working-time andwaiting-time Working-time is the time spent by operators wiogki
on trouble-tickets ifcidentsin ITIL parlance). Waiting-time is the time spelby
trouble-tickets in the queues waiting for technisido become available to operate
over them or to escalate them to other parts obthanization.

SYMIANallows users to build an accurate model of a lfEaupport organization
and to verify its performance. In additioBYMIAN permits to play out what-if
scenarios, such as adding technicians to a giv@posu group, merging support
groups together, experimenting with alternativadeat routing and/or prioritization
policies, before going through the expensive andetconsuming process of
implementing the actual corrective measures.

The SYMIAN tool has been applied for the performance imprargnof several
case studies representative of the complexityaiflie 1T support organizations. The
results demonstrated the effectiveness of SivéMIANbased performance analysis
and optimization process.

The paper is structured as follows. Section 2 dessrthe abstraction of the
incident management process and the specificatibrthe associated decision



problem. Section 3 introduces tf&YMIAN tool and section 4 sketches both its
architecture and implementation. Section 5 presexperimental results obtained by
the SYMIAN adoption in the context of a realistic case stuBigction 6 reviews
related work and compares our approach with it.aljmn Section 7 provides
conclusive remarks and future work considerations.

2. Incident Management in I T Support Organizations

A typical IT support organization consists of awetk of support groups, each
comprising of a set of operators, with their wockedule. Support groups are divided
into support levels (usually three to five), witbwler level groups dealing with
generic issues and higher level groups handlingnieal and time-consuming tasks.
Support groups are further specialized by cate@drincidents that they deal with
(network, server, etc...) and divided into geographi® ensure prompt incident
response (see Figure 1).

In particular, the Help Desk represents the intexfior customers reporting an IT
service disruption. In response to a customer Egube Help Desk “opens” an
incident, sometimes callettouble-ticket or simply ticket. The incident is then
“assigned” to a specific support group, whose teans either fully repair the
incident or “reassign” it to a different supporbgp (usually escalating to a higher
support level). As a result, an incident might hdiféerent states and be handled by
different support groups throughout its lifetimet dach of these steps, the incident
record is updated with the pertinent informationcts as current state and related
service restoration activity. If, for some reasoustomers request the organization to
stop working on the incident, the incident is pthée a “suspended” state to avoid
incurring into SLO (Service Level Objectivepenalties. Once the disruption is
repaired, the ticket is placed in “closed” statdiluthe end-user confirms that the
service has been fully restored. In this caseirtiglent is “resolved” and its lifecycle
ends (see Figure 2).
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Fig. 1. Conceptual model of the IT support organizationifeident management.
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Fig. 2. Incident lifecycle.

The complexity of IT support organizations hindete verification of the
alignment of current organizational, structuralddvehavioral processes with the
strategic objectives defined at the business maneage level. In fact, the
performance assessment of the incident managemestidn is a very complex
procedure which involves the business impact evialmaof the current incident
management strategy, through the definition of & afemetrics that allow the
objective measurement of performance indicators4]3,Performance analysis and
optimization are also organization-specific progedy since the business impact of
service disruptions, and consequently the metdasonsider, vary with the nature of
the services and the types of disruptions thatroccu

This paper does not consider the processes of dassiimpact analysis and
performance metric selection, but instead focusestlee optimization of the
organizational, structural and behavioral process$es incident management
according to a specified set of metrics. Henceheuit loss of generality, it considers
for performance optimization the ITIL-recommenddieative of service disruption
time minimization, and two fundamental and complataey metricsMean Time To
(incident) Resolution (MTTRIndMean Incidents Closed Daily (MICD)

MTTR and MICD are organization-wide metrics, andsash they provide little
insight on the internal dynamics of the organizati comprehensive performance
analysis of the incident management process hdslte into a deeper level of detail.
More specifically, it needs to consider both intme intra- support groups dynamics,
along two orthogonal dimensions: thledfectivenessof incident routing and the
efficiencyof every single support group in dealing with theidents. This requires
taking into consideration other performance metrighich can evaluate the
organization capability to directly forward incidento the best equipped support
groups and the optimality of staff allocation aneki@ator work shift scheduling.

While the application of specific metrics for therfprmance evaluation of real IT
support organization is almost straightforwards iextremely difficult to evaluate the
impact of changes in the organization on theseicsetAs a result, the performance
assessment of alternative organizations callsdorsibn support tools enablimghat-
if scenarioanalysis.



3. The SYMIAN Decision Support Tool

SYMIANis a decision support tool for the performancelyais and optimization of
the incident management function in IT support oigations. In particulaiSYMIAN
exploits adiscrete event simulatdo reproduce the behavior of IT organizations and
to evaluate their incident management performance.

SYMIAN enables its users to play oubat-if scenariosallowing them to assess
likely improvements in performance without havimggo through the expensive and
time-consuming process of implementing organizatiostructural and behavioral
changes. More specificallgYMIAN allows users to incrementally specify the set of
changes to apply to the current organization ineortb define an alternative
organization configuration that will be tested orset of performance metrics. For
instance SYMIAN allows modifications such as re-staffing suppodugs, merging
support groups together, experimenting with altéveawork shifts, incident routing
and/or prioritization policies, or other such an80SYMIAN guides users all along
the optimization process, providing ad hoc viswian of simulation results and, in
case a limited set of predefined metrics such a3 I considered, explicit tips for
the modification of some organization parametech as the staff allocation.

SYMIAN models the IT support organization (in terms @& ttumber of support
groups, the support level, the set of operatorg, tiperator work shifts, the
relationships with other support groups, etc.) gamits to define the set of
performance metrics to consider for the optimizatiSYMIAN then simulates the
organization behavior considering a user specified of incidents, evaluating the
desired performance metrics.

At its core,SYMIANimplements an accurate model of the IT supporamization.
Modeling the incident management function of IT o organizations is an arduous
task. In particular, the creation of a realisticdabposes two main challenges: the
complexity of the IT support organization, and teetremely high volume of
incidents and service calls that a typical IT suppwganization experiences. In
addition, the effective adoption of an IT supporganmization in the context of a
decision support tool poses significant constraorisits computational complexity.
SYMIANs model is complex enough to capture the dynarofca real IT support
organization, yet simple enough to allow for arioght implementation and a user-
friendly configuration interface.

SYMIAN models the IT support organization as qaeuing system More
specifically, the simulated organization behavioreeges from the interaction of its
support groups, which are the basic elements ofSH®&IAN queuing model. In
particular, each support group has a set of operated a queue of incoming tickets.
In turn, every operator has a work shift and isvailable when off duty. When an
operator is idle, he picks the ticket on top of theue and starts working on it until
the operator shift ends or the incident is resoleedannot be further processed and
needs to be forwarded to another support grouphdrfirst case, the operator stops
working on the ticket and puts it back in the indognqueue. The ticket will later be
extracted from the queue following a configurahienitization policy. Upon incident
closure or escalation, the operator takes anotioélént from the incoming queue or
remains idle if no more incidents exist.



To model the relationships between support groapd, consequently the routing
of incidents through the simulated organizati®8WMIAN uses astochastic transition
matrix. For each support group, the transition matrixcdbss the probability that
incidents of any given category will be forwardeda specific support group. This
model builds on top of the assumption meémory-lessncident routing, i.e., the
probability of incident transition to a specificpgport group is independent of the
history of re-assignments that the incident wergugh up to that moment. While this
assumption allows for a considerable simplificatiohthe model, extensive tests
performed with real-life data (using the same dgtas in [5]) on th&sYMIAN tool
demonstrated that the model behaves with excdil@elity. A full discussion of the
SYMIANmodel validation is beyond the scope of the pregaper.

Incidents are injected into the system by an inuidgeneration entity which
models the aggregate behavior of customer incidgpurts. An accurate model of the
incident arrival/generation process is of criticaportance for a realistic simulation.
To ensure a realistic input for the simulation, quessibility is to use traces of
incidents obtained from the analysis of the opera logs in real IT support
organizations. However, considering only real iecid traces would limit the
applicability of the simulative approach to a smsdlt of predefined input, thus
preventing its use to verify how the modeled orgation would behave under heavy
incident load or under a specific set of incidefufowing a given inter-arrival or
severity pattern. As a result, there is the neezbtsider synthetic incident generation
according to configurable stochastic patterns.

To this end, SYMIAN allows for a highly configurable stochastic ingitle
generation. More specificallySYMIAN divides incidents in several categories,
according to the amount of work they require fawvie restoration at every support
level. In addition, every incident category hasesal/ levels of severity, with an
increasing (average) time to incident closure @alesion to a higher level support
group. Every specific category and severity couplassigned a random probability
distribution which allows the configuration of tremount of work required by
incidents. Incident inter-arrival time is also dtastically modeled according to a
random variable distribution.

4. SYMIAN: Architecture and I mplementation

The architecture of th8YMIANtool is depicted in Figure 3, that shows its main
components: thelser InterfacgUl), the Configuration Manage{CM), theSimulator
Core(SC), theData Collector(DC), and théfrace Analyze(TA).

The User Interface component allows users to laadilation parameters from a
file, to change current simulation parametersawescurrent simulation parameters to
file, and to start simulations. Ul provides both iameractive textual and a non-
interactive command-line interface.
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Fig. 3. Architecture of the SYMIAN tool.

The Configuration Manager takes care of the simulabnfiguration, enforcing
the user-specified behaviors, e.g., with regardsetidosity of tracing information,
and simulator parameters, e.g., the characterizafiincident generation, the number
and size of support groups, and the relationshigtsvéen support groups, in the
domain specific model recreated by the Simulatae@owmponent.

The Simulator Core component implements the dorspecific model. SC has
three sub-componentdncident Generator(IG), Incident Response Coordinator
(IRC) and Incident Processor(IP). The Incident Generator generates incidents
according to a random distribution pattern whichofes user-specified parameters,
and injects them into the system. The Incident Bese Coordinator receives
incidents and dispatches them to the processingaitomntities (support groups),
which are in turn implemented by the Incident Pesce.

The Data Collector component collects data fromdineulation that can be post-
processed to assess the performance of incidentagearent in the modeled
organization. In particular, DC performs an accaratonitoring of support group
status, in terms of incoming incident queue sizé aperator activity, and a careful
tracking of incidents status. DC saves its simafatesults data in a file that users can
then analyze with the Trace Analyzer component.

SYMIAN is implemented in the Rubyhttp://www.ruby-lang.org/ programming
language. Ruby was chosen for its remarkable eiiditysand its support for meta-
programming. The capability to easily redefine ltedavior of time-handling classes
in the Ruby standard library allowed the impleméataof a simulated clock which
models the flow of simulation-time in a very similgay to what happens in real life.
In addition, Ruby’'s meta-programming enabled théinde®n of domain-specific
languages and their use in the realization of sgv@mulator components. These
have proved to be particularly effective developtrienhniques.

The availability of a wide range of high-qualityiesatific libraries was also a major
reason behind the adoption of Ruby. In particulaY,MIAN exploits the GNU
Scientific Library (GSL), via the Ruby/GSL binding$or high-quality random
number generation, and it integrates with the Gotughta visualization tool to plot
some of the simulation results. Finall§YMIAN exploits Ruby facilities to import
configuration parameters and export simulationlteso the XML, YAML, and CSV
formats, in order to ease integration with extersaftware for the automation of
multiple simulation runs and with scientific todisr post processing of simulation
results.



5. Experimental Results

This section presents an experimental evaluatiahe8YMIAN effectiveness in the
performance analysis and optimization of the incidemanagement process. More
specifically, SYMIAN is applied to minimize the s@&re disruption time in the
context of a case study IT support organizationhwhe constraint of preserving the
current number of operators.

As a result, the objectives of the performance owpment process are the
maximization of the mean incidents closed dail@D) metric, as well as the
minimization of the mean time to resolutidd TR metric.

The target of this experimental evaluation is tlotitfous incident management
organizationl NCSR’U s, which is composed of 3 support levels (0-2), 8pport
groups, and 348 operators. The complete charaatienizof the 31 support groups is
presented in Table 1. To limit the complexity oktbase study, the routing of
incidents in thel NCSR’U s organization is assumed to be unidirectional, fkat
support groups of level N can only receive incidefndbm support groups of level N-1
and escalate incidents to support groups of levell.NIn addition, an equal
probability of incident escalation to each of tlwpgort groups of immediately higher
level is assumed.

I NCSR'U s deals with incidents modeled according to the atimrization
provided in Table 2. Incidents have 4 categorie®jfand 3 severity levels (1-3). For
every specific combination of incident category aesterity, the amount of work that
incidents require for service restoration, at eveupport level, follows a uniform
random probability distribution. In Table 2, thebadviated notation W), whereo >
0, represents the uniform random variable distidouin the [0,0] interval.

Tablel. Support group characterization in thes’R’Usincident management organization.

Support Level Support Group (Number of Operatorg) orkA\Shift
0 Help Desk (75) (25 operators) 7AM-3PM UT(
(25 operators) 4AM-12PM UT(
(25 operators) 12PM-8PM UTC
(10 operators) 5PM-1AM UT(
1 SG1 (15), SG9 (12), SG15 (13), SG18 (5) 7AM-3PM U[TC
SG2 (7), SG10 (7), SG13 (7) 8AM-4PM UTIC
SG3 (15), SG19 (12) 12PM-8PM UTC
SG4 (4), SG11 (6) 2PM-10PM UTC
SG5 (14), SG16 (12), SG20 (6) 4AM-12PM UTC
SG6(12), SG17 (9) 3AM-11AM UT(Q
SG7 (5), SG14 (5) 5PM-1AM UTC
SG8 (6), SG12 (8) 9AM-5PM UTC
2 SG21 (9), SG25 (10) 2PM-10PM UTC
SG22 (8), SG26 (8) 9AM-5PM UTC
SG23 (7), SG27 (7) 8AM-4PM UTC
SG24 (9), SG28 (10) 5PM-1AM UTC
SG29 (9) 3AM-11AM UTC
SG30 (6) 4AM-12PM UTC




Table 2. Stochastic characterization of the amount of worie (in seconds) required for
incident closure.

Severity Level 1 Severity Level 2 Severity Level 3
Category A LO: U(300) LO: U(900) LO: U(1800)
L1:0 L1: U(240) L1: U(900)
L2:0 L2:0 L2: U(120)
Category B LO: U(300) LO: U(600) LO: U(900)
L1: U(1200) L1: U(2400) L1: U(3600)
L2: U(120) L2: U(240) L2: U(480)
Category C LO: U(600) LO: U(900) LO: U(1200)
L1: U(150) L1: U(300) L1: U(450)
L2: U(1200) L2: U(2400) L2: U(3600)
Category D LO: U(900) LO: U(1800) LO: U(2400)
L1: U(1200) L1: U(4800) L1: U(6000)
L2: U(1200) L2: U(4800) L2: U(6000)

Category A models incidents which mostly requirerkvat support level 0, and a
limited amount of work at higher support levelsté&mry B and C model incidents
which require work at every support level, but rosit support level 1 and 2
respectively. Category D models incidents whictuiega significant amount of work
at every support level. For every incident, catggamd severity level are randomly
chosen, with uniform probability, at generation dimincident inter-arrival times
follow a random exponential probability distributivith an average of 30 seconds.

A first simulation was conducted to evaluate thefgyenance of the current
organization. The simulation covered three wholgsdaf simulated time, starting
from 2PM UTC. The first 24 hours of simulated timere not considered for the
evaluation of the performance metrics, and wereodhiced only to prime the
simulation environment to avoid taking measurememtsa cold start. Table 3 (first
column) provides the values for the MICD and MTT&fprmance metrics obtained
from the simulation. The table also shows the M&éork Time (MWT) metric,
defined as the mean work time per closed incidemin indication on the amount of
work spent on service restoration.

By analyzing the variation of the incident queusesit every support group using
both SYMIANgraphical visualization and time series analysigfions, it was easy to
realize that support groups SG1, SG4, SG7, SG8S&it¥ at support level 1 and
support group SG30 at support level 2 were a mpgoformance bottleneck, while
the Help Desk and support groups SG3 and SG17 sxexesized. As an example of
the effectiveness of visual analysis to locate grembince bottlenecks, Figure 4 (a)
plots the variation of incident queue size at supg®up SG30.

Table 3. Performance metrics from the first and second kitimn.

First simulation Second simulation
Total incidents generated 8609 8609
Incidents generated after warm-ip 5728 5728
MICD 1811 2002
MTTR (in seconds) 53423 47047
MWT (in seconds) L0: 508, L1: 809, L2: 784 LO: 504, 811, L2: 773




150 150

100 100

0 0
12:00 18:00 00:00 06:00 12:00 18:00 00:00 06:00 12:00 18:00 00:00 06:00 12:00 18:00 12:00 18:00 00:00 06:00 12:00 18:00 00:00 06:00 12:00 18:00 00:00 06:00 12:00 18:00

Simulation time Simulation time

Fig. 4. Incident queue size at support group SG30 duhieditst (a) and second (b) simulation.

To improve the organization performance, 8 opegateere transferred from the
Help Desk to support groups SG1, SG4, SG7, and(@®8erators for each group), 3
operators were transferred from support group S@s8upport group SG14, and 2
operators were transferred from support group St®1support group SG30. A new
simulation was then launched to assess the perfarenaf the new organization.
Table 3 (second column) and Figure 4 (b) providepeetively the performance
metrics and the variation of incident queue sizeugport group SG30 for the new
simulation.

The results of the second simulation proved thatrdallocation of operators was
very effective in improving the whole system penfi@nce. In particular, the
I NCSR'U s organization exhibited a 10.5% improvement of MH€D and a 11.9%
decrease of the MTTR.

Although the target of the previous performanceinoigation experiment is a
fictitious organization, the case study was catgfdesigned to be representative of
the complexity of real-life IT organizations. Théomee, the simulation results
demonstrate the effectiveness of 8 MIANtool for the performance optimization
of the incident management function in IT suppodamizations.

6. Related Work

The present work contributes to the up and comesgarch domain of Business-
driven IT management (BDIM), which builds on thadition of the research in
network, system and service management. BDIM har Hefined asthe application
of a set of models, practices, techniques and ttwlsnap and to quantitatively
evaluate interdependencies between business pexnficenand IT solutions — and
using the quantified evaluation — to improve thesblutions’ quality of service and
related business resultd=or a thorough review of BDIM, see [6].

Some notable early works in BDIM include applicaido change management [7,
8, 9], capacity management [10, 11, 12], networkusgy [13], and network
configuration management [14]. All these researdforts (possibly with the
exception of [14]), limit their scope to thechnologydimension of IT management,



thereby focusing on the fine tuning of systems igumétion and on the introduction
of automation as means to improve the IT manageprecesses.

The present work, instead, belongs to a recentlgrged research area that focuses
on the other two fundamental dimensions of IT manaent:peopleandprocesses
The interest on this topic arose as researchertedtanalyzing the relationships
between people, processes and technological opiiimiz and the impact of
automation and process complexity on labor costaAgpresentative example, we
cite Diao et al.’s recent research effort addregshe very important question of
when does it make sense to automate processes loasadetrics of process
complexity [15, 16]. The main difference betweem approach and theirs is that our
focus is in achieving significant improvementstie fperformance of the organization
through decision support and simulation techniglrethis context, in previous works
we have extensively studied the business impadhaflent management strategies
[3, 4], using a methodology that moved from theirdgbn of business-level
objectives such as those commonly used in balascedtcards [17]. With respect to
those works, this paper follows a novel approadt the first time proposes and
implements detailed modeling of the inner functimnf the IT support organization
to support what-if scenario analyses.

The analysis of the incident management processtendl support organization
model that we present in this paper share is fodirate our work presented in [5].
However, here we push our modeling effort far belytme definition of metrics for
the performance assessment of IT support orgaaimathat we conducted in [5], all
the way to the design and implementation ofSiéMIANdecision support tool.

7. Conclusions and Future Work

The performance optimization of large-scale IT supporganization can be
extremely complex and might require additional hi&lpm decision support tools.
This paper presented ti&/MIANtool for the performance optimization of incident
management in IT support organizations. The apydicaof SYMIANIn case studies
expressively designed to capture the complexityeaf-life IT support organizations
demonstrated the tool effectiveness in the difficperformance analysis and
improvement process.

Future versions of SYMIAN will be complemented withe application of
automated techniques for the optimization of patarse e.g., staff allocation, in the
context of specified performance metrics. The [Tpput organization model
implemented irfSYMIAN s also currently being extended to consider dpesawith
skills that skew their expected working time for incidef a given category and
priority policies in extracting incidents from quesu

Finally, a more comprehensive version of 8¢MIANtool will link performance
optimization metrics with key performance indicatasr impact metrics that are
meaningful at the business level.
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