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Abstract. The Unity project is a prototype autonomic system demonstrating 
and validating a number of ideas about self-managing computing systems.  We 
are currently working to enhance the self-configuring and self-optimizing as-
pects of the system by incorporating the notion of component availability into 
the system’s policies, and into its models of itself.     

1   Introduction 

The vision of autonomic computing is of a world where complex distributed systems 
manage themselves to a far greater extent than they do today [1].  The Unity project 
[2] is a prototype autonomic system, designed to develop and validate various ideas 
about how this self-management can be achieved in practice.  The aspects of self-
management that we explore in Unity include self-configuration and self-
optimization; the system initially configures parts of itself with a minimal amount of 
explicit human input, and during operation it reallocates and reconfigures certain of 
its resources to optimize its behavior according to human-specified policies. 

In our current research, we are investigating ways to enhance the self-
configuration and self-optimization aspects of Unity by incorporating the concept of 
availability into the system’s policies and models of itself.  The notions of availability 
and related concepts that we employ here are essentially those of [3]; availability is 
the condition of readiness for correct service. 

(Space does not allow a significant list of previous work relevant to this project; 
the reader is invited to consult references such as [4].) 

1.1   Availability in the Present System 

In the current Unity system, availability is implicitly supported in one way: one com-
ponent of the system (the policy repository) is implemented as a self-healing cluster 
of synchronized services; other components of the system ensure that if one member 
of the cluster goes down, another service instance is brought up and enters the cluster 
to take its place.  



2   Stages of Availability Awareness 

The first and simplest enhancement we plan to make will involve moving the constant 
representing the number of clustered copies of the repository to create, from its cur-
rent location in a configuration file into a simple policy in the system’s policy infra-
structure.  While this still does not involve the system in any availability-related cal-
culations, it will at least leverage the commonality and deployment abilities of the 
policy subsystem. 

In the second stage, we will replace the constant number with a desired availability 
target, representing a required percentage of uptime.  We will then do a straightfor-
ward calculation based on MTBF and MTTR estimates for the repository component, 
to determine the initial size of the repository cluster.  (Estimating the proper MTBF 
and MTTR figures from logs and other data will be addressed in a related project.) 

In the third stage, we will replace the static required availability target with a ser-
vice-level utility function as defined in [5], representing the business value of various 
levels of repository availability.  Together with a similar representation of the cost 
impact of running additional repositories (including the impact on the rest of the sys-
tem of devoting resources to those repositories), this will allow the system to calcu-
late the optimum number of repositories for the given utility and cost functions. 

The third stage requires obtaining the utility and cost functions from outside the 
system.  In the fourth and final stage of this design, we will enrich the system’s model 
of itself sufficiently to derive those functions from the model (and from the higher-
level utility functions describing the business value of the system’s overall behavior).  
The system (or more accurately, the solution manager component which determines 
and maintains the composition of the system) will use its model of the system’s be-
haviors to estimate the value of repository availability (in terms of the impact of hav-
ing the repository unavailable on the overall value produced) and the cost of running 
multiple repositories, and use these functions to do the calculations as in the third 
stage. 

We solicit communication from others investigating similar problems or related 
technologies in this area. 
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