
Optimizing the Access to Read-Only Data in Grid 
Computing 

 
Alek Opitz, Hartmut Koenig 

 

Computer Science Department 
Brandenburg University of Technology Cottbus 

Germany 
{ao,koenig}@informatik.tu-cottbus.de  

 
Abstract. A fundamental problem of grid computing is the communication 
overhead. One reason of this overhead is the access to remotely stored data. Ca-
ching read-only data is a possible alleviation of the problem. In case of grid 
computing caching can be optimized by using allocation schemes considering 
the contents of the caches. Possible ways to achieve such an allocation in a grid 
are the topic of this paper. The paper proposes to use allocation schemes prefer-
ring resources with the required data in their caches. In doing so the hit rate of 
the caches will be increased and as a consequence the average response time of 
the jobs and the network load will be reduced. Two new possible allocation 
approaches are discussed and compared with classical allocation schemes. The 
performance and the costs of the schemes (when applied to large grids) are 
evaluated using a simulation environment.  
 

1 Introduction 
In recent years strong efforts have been made to use idle computing resources distri-
buted over the Internet. The idea of grid computing was born. It aims at giving users 
with compute-intensive applications the possibility to submit their jobs to a grid that 
provides the required resources. A fundamental problem of this approach is the access 
to the data. The communication overhead makes a lot of jobs unsuitable for grid com-
puting. Therefore it is a quite obvious goal to reduce this communication overhead. 
In this paper we focus on optimizing the access to read-only data.1 Such immutable 
data play an important role in grid applications ([11], [1]). A typical example is 
virtual screening ([32]), which is used in the development of drugs for medical treat-
ments. Virtual screening analyzes chemical compounds described in databases. These 
databases are not specific for single applications and describe hundreds of thousands 
of compounds. Those compounds that do not show any activity against the target 
receptor (this is the majority) are excluded. Subsequent drug design phases only con-
sider the remaining compounds. Because the analysis is a computationally complex 
task, it is desirable to analyze the compounds in parallel, which makes grid computing 
very reasonable. Other grid applications which access read-only data are, for example, 
the rendering of animation movies, where the program code and the model data must 
be accessed ([28]), and applications accessing the protein data base ([5], [30], [3]). 
                                                           
1  Note that in grid computing the program code is also a kind of read-only data that has to be 

transferred to the executing resources. 



Since data often do not exclusively belong to a certain application, it is possible that 
different jobs access the same data, e.g. the same databases or the same program libra-
ries. To accelerate the access to the data caches might be useful. Caches exploit the 
fact that many files are accessed multiple times. They store the recently used files in 
the hope that some of these are required soon again. Usually it cannot be predicted, 
whether the data will really be reused. There is only a limited probability. However, 
in the case of grid computing this probability can be increased by preferably alloca-
ting the jobs to those resources that already have at least some of the needed data. 
Possible ways to achieve such an optimized allocation in a grid are the topic of this 
paper. We especially pay attention to the costs of the allocation when considering 
large numbers of resources. 
The paper is organized as follows. In section 2 we discuss two possible allocation 
schemes for this problem. Section 3 describes the simulation environment used for 
evaluating the performance of the two schemes. The results of this evaluation are 
summarized in Section 4. In Section 5 we give an overview on related work. The final 
remarks give an outlook on future work. 

2 Optimized Allocation According to Cache Contents 
In the following discussion we consider a grid with resources provided, for example, 
by enterprises, universities or individuals. We further assume that there is a broker 
between the users and the resources which is responsible for allocating appropriate 
resources to the jobs. After allocation the jobs are executed and the results are finally 
returned to the users. As we focus in this paper on optimizing the access to read-only 
data stored elsewhere in the Internet and because we want to keep the model as simple 
as possible, only serial jobs are considered. This is, of course, a simplification, but as 
discussed in Section 5, allocation mechanisms for parallel jobs concentrate on the 
parallel allocation of machines. This type of optimization is largely orthogonal to the 
optimizations discussed in this paper. The scenario is shown in Fig. 1.1 

 
Fig. 1: Assumed scenario 

In order to allocate resources that have the needed data locally available, we use 
directory servers. These servers store information about the locations of the existent 
replicates. According to the terminology used in [11] the servers are called RLIs 
                                                           
1  Note that the broker is not necessarily involved in the transport of the data. It is possible 

that the resources load the data directly from the sources.  
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(replica location indices). They receive their information from local replica catalogs 
(LRCs). An LRC belongs to a single place and contains information about the data 
that are locally available to the resources at this place.  
Since allocation schemes for grid computing are considered, attention has to be paid 
to the scalability problem, i.e. the solution must also work efficiently for large 
numbers of resources and jobs. For that reason, an infrastructure with several RLIs 
seems more appropriate for managing replicates than a single directory server. Ob-
viously there are (at least) two possibilities for portioning the replicate management 
data. The first one is to partition the resources and to make each RLI responsible for 
such a partition. This possibility is discussed in Section 2.1. An alternative approach 
is to partition the data objects and to make each RLI responsible for one partition. 
This approach is considered in Section 2.2. 

2.1 RLIs with Distinct Sets of Resources 
The basic idea of this approach is that the individual RLIs only store information 
about distinct subsets of LRCs. Hence a single RLI can only return resources from a 
subset of the available resources. In order to avoid this, a hierarchical arrangement of 
the RLIs is proposed (see Fig. 2). The search for a resource with a certain data item 
starts at the top level RLI. This RLI (and any else) contains only condensed infor-
mation about the locations of the data items, i.e. an RLI knows for each child only the 
set of data items that are available at any resource being descendant of this child node. 
Thus it is even possible to search for a resource with several needed data items instead 
of searching for a resource with a single data item. Obviously in this case the hierar-
chical approach does not guarantee to find the optimal resource, i.e. the resource with 
the most of the desired data items. On the other hand, the space requirements per ser-
ver are reduced and the allocation process is made faster.  

 
Fig. 2: Hierarchical selection of resources 

Using Bloom Filters. The described hierarchical structure reduces the space require-
ments on the individual servers. An additional reduction seems possible by using a 
lossy compression of the information about the replicates.  For this purpose, the use of 
Bloom filters was proposed ([7], [11]). Bloom filters are able to store information 
about the availability of data objects in an efficient way. This is achieved by applying 
several hash functions to a single data object. The hash functions are usually inde-
pendent, but they all map onto the same domain, e.g. the range 1...l., i.e. onto a bit 
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string of length l. When new data objects are stored at a resource, the bits calculated 
by the hash functions are set to 1.1 To test the availability of a certain data item the 
corresponding bit positions have to be checked. Obviously this can lead to the erro-
neous assumptions about the availability of data items, since the same bits can be set 
by other items, too.  

Several Top Level RLIs. Since the top level node receives all the queries, the model 
depicted in Fig. 2 is neither scalable nor reliable. This problem can be alleviated by 
introducing some additional access points. Preferably each resource should be reach-
able from each access point. Several topologies are conceivable, especially topologies 
of space division switches ([29]). For our approach, we use a simple model which is 
depicted in Fig. 3. Each resource belongs to exactly one of several distinct trees. The 
roots of these trees notify all the access points about the available data (and possibly 
further information). The result is a topology in which each resource can be reached 
from each access point on exactly one path.  

 
Fig. 3: Model with several access points 

Using Additional Information. Finally the question arises, whether the allocation of 
resources should only depend on the required data objects. Our simulations showed 
that this is inefficient, because knowledge about the current load of the resources is 
extremely important. Therefore a hierarchical load balancing was added, i.e. the 
resources notify the RLIs not only about the available data items but also about their 
current load. Thus an RLI can select the appropriate child taking both the load and the 
available data items into account.  

Costs of the Approach. In order to assess the benefit of the approach, the additional 
overhead of the proposed allocation scheme has to be compared with its advantages. 
Possible advantages are a reduced average response time, a reduced network load, and 
a reduced load at the data sources. The additional costs can be divided in: 

(1) costs for the notification of the load and available data items at the resources 
(1a) number of bytes sent,  
(1b) costs at the resources (time busy with sending notifications), 
(1c) costs at the directories (time busy with receiving notifications) 

(2) costs for selecting suitable resources 
(2a) number of bytes sent, 

                                                           
1  To allow the removal of data items, a counter is needed for each bit position. These 

counters are only required at in the LRCs, not in the RLIs. 
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(2b) costs at the directories for selecting the resources. 
We now discuss the individual parts of these costs. The simulation results are presen-
ted in Section 4. 

Costs for Notifying the Directory. First the messages sent from the resources to the 
directory servers are considered. The indication of available data is mapped into 
Bloom tables with n bits. The load information is very small, e.g. 4 bytes. Both data 
are sent from the children nodes to their fathers. An overhead of h bytes is added to 
each message. In our simulations we used a value of h = 50 bytes derived from the 
size of the IP-header and additional overheads for other protocols. Different values of 
h did not greatly influence the results. 
The hosts sending and receiving these messages have only a small computational 
overhead for handling these messages. Therefore the busy times are approximated by 
the serialization delays, as it can be assumed that NIC and CPU work in parallel.  

Costs for Selecting a Resource. To select suitable resources the RLIs must be queried. 
A query contains a characterization of the set of the needed read-only data plus an 
overhead of h bytes. As the directory servers store only the Bloom tables it is sensible 
to send only the hash values of the data objects. The necessary size of the hash values 
can be derived from the size of the used Bloom tables. Such a query is sent to an 
access point and from there down through the hierarchy. Finally the answer con-
taining the selected resource is returned to the source of the query. 
Each queried RLI has to select the most appropriate child. It has to compare the cur-
rent load and the Bloom tables of the children. As only the best child node has to be 
identified, a linear search through the children is sufficient. Usually there are only few 
children, so the selection of the most appropriate child is not very complex. Therefore 
the serialization (and deserialization) delays of the messages are equated with the ag-
gregated costs at the involved RLIs.  

2.2 RLIs with Distinct Sets of Data Items 
We now consider the second approach in which the servers contain information about 
distinct sets of data items. The structure is depicted in Fig. 4. In this solution the 
amount of data per RLI can be kept constant by increasing the number of RLIs 
proportionally to the number of replicates. Of course there must be an efficient me-
chanism for identifying the RLI which contains the information about a certain data 
item. This can be done by means of hash functions, in case of varying sets of RLIs 
consistent hash functions ([24]). 

 
Fig. 4: Partitioning of the data sets 

Selecting Suitable Resources. A problem of the depicted scenario is that a job might 
require several data items. However, a single RLI knows only the locations of data 
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items from a limited subset. That means, in order to find the optimal resource for a 
job with multiple needed data objects it were necessary to query several RLIs for 
resources with the needed items. Finally the resource lists returned by the RLIs had to 
be unified. Sending and unifying these lists is potentially expensive. Therefore in this 
paper we do not follow this approach. Instead we use a mechanism that searches for a 
resource with the most important (i.e. biggest) of the needed data items. We regard 
this approach as a first step, which delivers a lower bound for the effectiveness of the 
method. An examination of possibilities considering several data items is planned for 
the future. 

Using Additional Information. For the same reasons as in Section 2.1, load balan-
cing is added. A load server is introduced that informs about the load of the available 
resources. The resources have to update these data when getting idle or loaded. The 
combined approach actually searches for resources that are unloaded and have the 
most important data item locally available. If no such resource can be found, any 
unloaded resource will be used. 

Costs of the Approach. The costs of this approach are analyzed analogously to 
Section 2.1.  

Costs for Notifying the Information Servers. The information about available data 
items is sent from the LRCs to the RLIs. To identify the data items URLs with an 
average length of u = 100 bytes are used. Alternatively hash values could be used 
what is not considered in this paper. The load information messages are sent to the 
load servers. It is sufficient to update the server only when the load changes. As in 
Section 2.1 an overhead of h bytes per message is added and the busy times of the 
involved hosts are approximated by the serialization delays.  

Costs of Selecting Resources. To select a suitable resource a request is sent to the RLI 
responsible for the most important (largest) data item. The request contains the item’s 
identifier which is assumed to be a URL with an average length of u bytes. The RLI 
finds the resources with the required item and sends the list to the load information 
service where one of the resources is selected. The response with the selected re-
source is returned to the requesting host. For each message, an overhead of h bytes is 
added. Analogously to the other estimations the time for processing the messages is 
approximated by the (de)serialization delays.  

Optimization. A simple optimization of this allocation method is to ignore small data 
items. For the simulations described below a limit of 1 MB was assumed, i.e. re-
sources with a size below 1 MB are not indicated to RLIs. Consequently, if the largest 
read-only data item needed by a job is smaller than 1 MB, any unloaded resource is 
selected.  

3 Simulation 
To assess the benefit of the proposed mechanisms we performed extensive simu-
lations. The underlying model is explained in this section. 



3.1 Grid Model 
The environment developed for these simulations was kept as simple as possible. 
Thus it was possible to simulate even large grids on desktop PCs. The model consists 
of a configurable number of computational resources which are modeled as single-
processor machines. As only serial jobs are considered this should be no problem. In 
the standard configuration 4096 resources were simulated. It was assumed that they 
have all the same properties, e.g. the same speed. Failures in the grid are not consi-
dered. Each machine is connected to the Internet and has its own cache for storing 
data. A cache stores each needed (read-only) data object. In case of shortness of space 
the least recently used objects will be removed from the cache. As at the beginning of 
the simulation the caches are empty, we started the measurements only after simu-
lating the grid for a certain amount of time.  
Usually an Internet connection is shared by machines of the same organization. Thus 
actually a single connection (with a relatively high data rate) for a set of machines 
should be modeled. For simplicity reasons and thus enabling simulations of large 
grids such shared connections were not modeled. Instead a separate link with a lower 
bandwidth was assumed for each machine. This model rather corresponds to a grid 
with privately used PCs than to a grid using the PCs of enterprises. The consequences 
of this simplification still has to be analyzed what is planned for the future.  
Besides the resources there is the infrastructure for distributing the jobs. For sim-
plicity, the machines of this infrastructure are connected to the Internet with the same 
low bandwidth as the resources. This might underestimate the available data rate, but 
actually this data rate is mainly used for approximating the load of the machines of 
the infrastructure (see Section 2.1). An increased network bandwidth does not in-
crease the computational speed of the machines. 

3.2 Workload Model 
Besides modeling the resources it is at least equally important to model the workload 
properly. For this, a special library for generating jobs was developed. The parameters 
of a job are the pure execution time and additionally the required read-only data 
items. Each item is characterized by the pair (identifier;size). It is assumed that the 
needed data items are loaded completely into the cache of the executing resource. 
The information for modeling the workload has been taken from several papers about 
workloads. The papers belong to the areas of grid computing, parallel machines and 
web caching. Because it is not sure that the found properties taken from other research 
really applies to the grid computing as discussed, quite a few variations in the work-
load have been tested for validating the results (see Section 4). 

Inter-Arrival Times. According to [12] and [23] the distribution of inter-arrival 
times can be modeled by a hyper-exponential distribution, i.e.: 
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Variations due to daytime as reported, for example, in [9] are ignored. In the simula-
tion the parameter values λ1 = 0.000204, λ2 = 0.0038 and p1 = 3.46 % were used 
([23]). For scaling the load of the grid the parameters, λ1 and λ2 are multiplied by a 



factor f. Thus the mean value µ of the time between two successive job submissions is 
reduced by the factor f, whereas the coefficient of variation (CV) stays constant.  

Runtimes. Different models exist for the distribution of job runtimes. [23] proposes a 
hyper-exponential distribution, [14] and [20] suggest a log-uniform distribution, [12] 
and [16] use a Weibull distribution. Fortunately, the models are very similar. In our 
simulation a log-uniform distribution was used. Additional tests with the Weibull dis-
tribution were made. The distribution function of a log-uniform distribution can be 
expressed by the following formula: 
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The values of a and b are very similar in [14] und [20], for the simulation the values 
a = –0.24 and b = 0.111 were used. 

Popularity of Data Items. For the files of the WWW, it has been shown that the 
popularity of the individual files follows a Zipf-like distribution ([8], [27], [4]):  
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According to the literature the value of parameter γ is somewhere between 0.6 und 
0.9, in our simulations γ = 0.7 was assumed. Besides parameter γ the number of dif-
ferent files is important. For our simulations we selected this number in such a way 
that the used data items were accessed on average 3.6 times during the simulation 
which is in line with values reported in literature ([8], [27], [10], [22]).  
Because it is unclear, whether this Zipf-like popularity distribution can be applied to 
files in a grid environment, additional tests with other parameter values and with a 
uniform distribution were carried out. 

Needed Read-Only Files. To simulate the delays to access read-only files their sizes 
must be modeled. The distribution of files sizes is usually not uniform. Instead [15] 
proposes a log-uniform distribution: 
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Following the studies presented in [31] the values σ’ = 0.01826 and µ’ = 8.699 were 
chosen for the standard configuration. Besides the sizes of single files the number of 
files per job is important. As no empirical data was found for this number, the 
simulations were conducted with very different ranges of this number. In the standard 
configuration a uniform distribution over the interval [1;5] was chosen.  

4 Simulation Results 
The results of our simulations are presented in Table 1. We simulated five allocation 
schemes which are explained below. The second column shows the average load of 
the grid resources. Further, the average response time (ART) was measured. This is 
the time between the submission of a job and the return of the results. The overhead 



of a job is the time waiting in a job queue plus the time for loading the read-only data 
from a remote location. It also includes the time for notifying the used allocator. The 
overhead and the ART are given in seconds. The column “kbps/resource” indicates 
the network load. For conceivability reasons, the aggregated network load is divided 
by the number of resources. The rightmost column shows the demands on the in-
frastructure. It gives the number of needed machines and is determined by the total 
busy time divided by the whole simulated time. The demands are only estimates and 
are quite low for the simulated number of resources and for the used average job 
length. But increasing the number of grid resources and decreasing the average job 
length increases the demands. Thus the column gives an indication of the relation 
among the different allocation schemes. 

Allocation scheme Load ART Overhead kbps/resource Nodes 
Random     69.7 % 49037 41134 12.1 0.00000 
Round Robin 69.7 % 36415 28495 12.1 0.00000 
Load Balancing 69.5 % 8053 137 12.0 0.00074 
Resource partitioning (see sect. 2.1) 69.5 % 8052 137 11.9 0.02005 
Data partitioning (see sect. 2.2) 69.3 % 8026 111 9.6 0.00410 

Table 1: Results of the allocation schemes 

The first three allocation schemes of Table 1 were introduced for comparison. The 
first scheme selects the resources randomly, the second one in a round robin fashion. 
The third allocation scheme named “Load Balancing” uses a load directory as men-
tioned in section 2.2 to select unloaded resources. The results clearly show the benefit 
of taking the resource load into account. For that reason, we use the “Load 
Balancing”-allocator as reference for our two allocation schemes which are shown in 
the last two rows. 
As it can be seen from the table, the approach with RLIs responsible for distinct par-
titions of the resources (see section 2.1) cannot achieve the desired optimization (in 
relation to the reference allocation scheme). The main reason is the hierarchical 
selection of resources, which leads to unfavorable decisions in the process of resource 
allocation. In contrast the second approach (with RLIs responsible for distinct par-
titions of the data items, see section 2.2) indeed helps to significantly reduce the over-
head and network load.  
Due to limited space we present in Table 1 only the results of the standard configu-
ration (as described in Section 3). However, simulations with various parameters 
showed that the relation between the five allocation schemes is largely independent of 
the exact values of most parameters, as, for example, the overhead per message or the 
size of the grid. The most significant parameters are the network bandwidth and the 
sizes of the data items. That means the ratio between the overheads of the individual 
approaches remains largely constant. As the reduction of the ART directly relates to 
the reduction of the overhead, it is clear that the relative reduction of the ART 
depends mainly on the ratio between the overhead and the ART. If this ratio is in-
creased, the relative reduction is also increased. Correspondingly, if the ratio is 
decreased, the relative reduction is decreased, too. It is not quite clear, whether the 



ratio of our standard configuration is realistic in respect of this point. Therefore 
further investigations are needed.   

5 Related Work 
To the best of our knowledge no papers exist on resource allocation schemes as pro-
posed in this paper. However there are other proposals with at least partially the same 
goal, i.e. optimizing the access to data or optimizing the resource allocation. Hence in 
this section a brief overview of these proposals is given. First we discuss proposals 
related to caching. Thereafter efficient methods for accessing remote data are 
reviewed and then we take a look at allocation schemes for parallel systems. Finally 
we discuss the applicability of methods used in the area of distributed databases.  
In the WWW caching is used extensively to optimize the access to read-only data. 
Karger et al., for example, discuss the arrangement of the Web caches [24]. Instead of 
using a single hierarchy they propose to use individual hierarchies for different data 
objects. The trees have to be derived from the data identifiers by using hash functions. 
Because the set of participating caches is variable, a consistent hashing is used for 
reducing the costs of adding or removing a cache. Caching may also be applied to 
grid computing. In [2] a data grid is described that enables to access the same data 
from all over the world. To achieve a better efficiency the data are cached. GASS [6] 
is a data movement and access service for wide area computing systems which is 
optimized for grid applications. It exploits the fact that strong consistency among 
replicates is usually not necessary. Consequently the service uses caching for both 
reading and writing of the data.  
Caching can increase the probability that a certain data item is locally available. If it 
is not locally available, it has to be retrieved from a suitable source. To do this in an 
efficient manner, two things are required [1]: an appropriate protocol for the trans-
mission of the data and an efficient management of the copies (replicates). For the 
latter, a directory can be used containing for each data object the locations where it is 
stored. As argued in [1] users prefer working with groups of files instead with indivi-
dual files. Therefore directories should contain the locations of data collections 
instead of locations of single files. Chervenak et al. also propose the usage of 
directory servers [11]. The paper describes a framework for the construction of ser-
vices for localizing replicates. It is rather a classification of possibilities than a tan-
gible concept for such a service. 
Besides work focussing on data access there are a lot of papers about scheduling and 
resource allocation. A survey of such methods for parallel machines is given in [19]. 
The methods concentrate on the allocation of processors for jobs that need multiple 
processors at the same time. These methods are mainly orthogonal to the idea fol-
lowed up in this paper. The same applies to [33] which proposes an allocation scheme 
that groups the processors into pools with fast connections inside the pools. Thus a 
parallel job should be preferably allocated to resources from a single pool. Fewer 
papers exist on the allocation of machines in the context of grid computing. In [21] it 
is emphasized that centralized methods are not suitable and some mechanisms are 
compared. An economical approach has been proposed in [17]. The individual jobs 
have utility values, the machines have machine values (i.e. costs) and the jobs are 



assigned to machines in an auction-like manner. [20] shows that due to the separation 
of local and global job queues an efficient global allocator needs regular notifications 
about the current state of the resources.  
In the context of distributed databases the problem of finding suitable places for exe-
cuting jobs arises, too. The approaches usually focus on the execution of the parts of a 
request at the place of the data – as far as this is possible. Only the unification is done 
on a coordinator ([13]). Such an approach is much more difficult in case of grid com-
puting. At first general purpose programs cannot be decomposed as simple as SQL 
queries. SQL queries have a certain structure that delimits the computational power, 
but greatly alleviates the analysis and decomposition. Furthermore the most important 
idea of grid computing is the utilization of otherwise idle resources. However a loca-
tion having the data locally available does not necessarily possess the needed compu-
tational resources.  

6 Conclusions and Future Work 
The paper discussed a possibility for optimizing the access to read-only data in case 
of grid computing. It presented the idea of increasing the cache hit rate by using allo-
cation schemes regarding the contents of the caches. In order to proof the usefulness 
of the idea two possible allocation schemes were presented and evaluated by simu-
lation. The calculation made by the developed simulation environment included also 
the costs of the allocation scheme – something that is hardly done in other work on 
this topic. It was shown that one of the two allocation schemes (the one with RLIs for 
partitions of data items, see section 2.2) indeed helps increasing the hit rate and thus 
reduces the overhead as well as the network load. This achievement is especially 
remarkable when considering that the simulated allocation scheme has not been opti-
mized, yet. For example, the demands to the infrastructure might be reduced by using 
hash values instead of URLs for the data items. Furthermore, considering multiple 
data items instead of only the largest one could improve the effectiveness of the allo-
cation scheme. The integration of these optimizations is planned for future work. 
Even though we tried to follow the reality by simulating the execution of the jobs, it is 
desirable to verify the results in more realistic simulations. Especially failures in the 
grid and the heterogeneity should be considered what has not been done in this paper. 
As a starting point the results from [25], [26], and [18] could be used which discuss 
the generation of realistic grids. 
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