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Abstract— Diversity, dynamicity, and the huge volume of 
traffic in the network between datacenters has risen network 
administrators concerns on how to efficiently visualize their 
system in real-time. To deal with these challenges, we present in 
this paper a visualization framework based on advanced machine 
learning, traffic characterization, sampling, and graphical 
visualization algorithms, which aims to efficiently support inter-
datacenter network monitoring. Experimental results show the 
framework is able to process real-time big flows and provides 
human-friendly interactive graphical representations. 

Keywords—Machine learning; Network monitoring; traffic 
classification; traffic sampling; visualization. 

I. INTRODUCTION  
Today, Internet has become an essential and a universal 

media for transmitting any kind of information between remote 
network entities. As a result, the amount of data the network 
administrators have to analyze is continuously increasing. 
Thus, network monitoring is more challenging, and traditional 
tools are no longer efficient to provide an overview of traffic 
patterns. So, other methods which are more adaptive to 
characterize traffic and describe network state efficiently in 
real time are required.  

Visualization system is a promising solution to simplifying 
network monitoring in an efficient way. Many visualization 
tools have been developed. However, most of them are 
customized and used only for some specific use cases,  
especially in security field [1]. For this reason the network 
administrator has to use multiple tools together to have a 
complete view of the network state. As well, some issues are 
still not well addressed, for example regrouping hosts on 
external and internal groups where the user may focus on the 
external events. However, serious problems or attacks may 
come from internals hosts. In addition, many visualization 
systems are not suitable for real-time visualization as they 
process all the traffic [1]. 

Our solution to address these issues is to use a behavioral 
learning approach combined with visual analytics to 
characterize, identify and classify IP traffic. The contributions 
of our work are as follows: 

1. We propose a solution combining behavioral and 
statistical approaches to characterize and classify      

traffic. Thus, different applications can be identified 
using a graphical dispersion of flows. 

2. A new statistical based approach to classify dynamic 
ports and encrypted applications in real time.  

3. A method providing real-time traffic analysis which 
helps to detect and prevent external and internal 
malicious events through a graph of ports activities.  

4. Employing sampling technique to collect traffic and to 
reduce the amount of processes data. 

The remainder of this paper is organized as follows. 
Related work in the areas of traffic classification, traffic 
visualization and sampling techniques is presented in Section 
II. Section III describes our proposed real-time traffic 
visualization solution. Section IV discusses examples of 
monitoring use cases using our framework. Finally, 
conclusions and future work are drawn. 

II. RELATED WORK AND BACKGROUND 
Regarding the complexity of inter-datacenter network, as 

well as its huge volume of traffic, traffic visualization is an 
inseparable part of network monitoring. This section reviews 
existing traffic visualization tools as well as previous works 
done in traffic classification and traffic sampling areas. 

A. Traffic visualization system 
Visualization systems have been developed to support and 

facilitate traffic monitoring. As traffic volume is continuously 
increasing, they exploit human’s visual system by creating 
insightful graphical representations to explore these huge 
amounts of data quickly and efficiently.  

VISUAL is a visualization system displaying 
communications patterns between internal network and 
external networks [2]. In this system, internal network is 
represented by a grid-based graph where each cell corresponds 
to a local host. Hosts in external network are represented as 
squares whose sizes indicate activity levels. Connections 
between internals and externals hosts are represented by a line. 
A filtering system can be used to display details for a specific 
internal or external host. TNV is designed to prevent the loss of 
sight of the general context of the network while investigating 
low-level of details of attacks by integrating packet level 
details in big picture of the network [3]. NvisionIP is a 
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visualization system focusing on host activities in a class B 
network [4]. All subnets of the network are projected along the 
horizontal axis of the galaxy view while the hosts of each 
subnet are listed down the vertical list. RTA visualization 
system displays communications distribution of a particular 
host in a radial graph [5]. As it uses port number to identify 
applications, it may not be accurate when an application uses 
dynamic ports. A system to visualize port activities through a 
stacked histogram graph is presented in [6], to assist the 
network analyst in detecting malicious activities like zero-day 
exploits which cannot be detected by the conventional 
methods. Other works have emphasized on a particular kind of 
traffic like the software in [7], which visualizes SNMP traffic. 

B. Network traffic classification techniques 
 Traffic identification and classification is an integral part 

of supervision and networks management. Works done in this 
area can be categorized into three groups based on their traffic 
classification approaches. The first one uses  port number 
based techniques [8], which are accurate only for legacy 
applications, and are not appropriate for applications using 
non-standard ports such as P2P [9,10] . To overcome the port-
based classification limitations, the second group uses deep-
packet inspection approach which inspects the payload of 
packets looking for signatures at the application level [10]. 
Although deep-packet inspection resolves the problem of port-
based approach it is still inaccurate when dealing with 
encrypted applications. As the previous techniques are 
becoming unreliable for an accurate classification of 
applications, statistical approaches were used by the third 
group to accurately classify network traffic using machine 
learning techniques. A simple approach based on Naive 
Bayesian technique is proposed in [11]. However, this work is 
limited to some legacy applications. A traffic classifier using 
Support Vector Machine is developed in [12]. A novel 
approach based on host behavior was introduced as a different 
way to classify traffic [13]. It uses Traffic Dispersion Graph 
(TDG) and a series of different metrics to quantify and 
evaluate the TDG such as InO metric which has a good 
correlation with P2P applications. 

C. Traffic sampling and Sflow 
Real-time traffic visualization is facing exponentially 

growing traffic. For this reason data reduction methods are 
required. This section presents a brief description of sampling 
methods in particular Sflow[14]. The sampling consists in 
selecting a packet from a stream of packets with a probability 
q. Sflow uses a random sampling algorithm, in particular 1-out-
of N according to the sampling rate to prevent synchronization 
for periodic pattern in traffic. 

III. TRAFFIC VISUALIZATION FRAMEWORK 
The proposed visualization framework, as shown in Fig.1, 
provides different traffic analytics in real-time. In particular, it 
deals with temporal characteristics, flow-based analysis and 
application classification in addition to port activity based 
monitoring. Thus, the user can navigate over different views to 
get more details and clear idea on the network state. 

 
Fig. 1. Visualization mechanism architecture 

A. Traffic capturing and sampling 
Due to the big size of traffic flows, capturing all packets 

transiting across the network is no longer appropriate because 
of high resource consumption and computational time 
requirements. To address this issue, a sampling technique is 
mandatory to reduce the volume of data to be processed, thus 
real-time visualization can be achieved. In this work, Sflow is 
used for packet sampling because of its flexibility and ability to 
be used in SDN context and  high-speed networks regarding its 
sampling strategy [15]. 

Although Sflow is useful to monitor high-speed networks, 
its deployment can influence on the sampling performance as 
the traffic volume fluctuates continually. To improve this 
limitation we propose a dynamic sampling rate assignment 
based on throughput. In contrast of the conventional Sflow 
implementation which associates to an interface a static 
sampling rate, the dynamic one allows to define sampling rate 
according to throughput as described by equation (1). 
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Where Te(t) is the sampling rate and Dt is throughput (number 
of packets/s) at time t, Pnb is the needed number of samples for 
the measurement in the period d. 

B. Data preprocessing 
 This step aims to prepare data traffic by selecting 
information, performing flow statistics from the raw packets 
and store the relevant information in a compatible format. A set 
of variables is considered depending  on the analysis purpose. 
The information relative to a particular interface of a monitored 
network node is first extracted. At this level, the counters 
interface statistics are processed and exported to data analysis 
process. In flow-based analysis level, unidirectional flow is 
considered which is defined as sequence of packet with the 
same: source IP address, source port, destination IP address, 
destination port and protocol. Also, the preprocessing step 
consists in flow features construction and feature selection 
tasks. The first process computes the flow features, while the 
second one selects a subset of the entire set of flow features in 
order to reduce data volume and keep just the significant 
features. In this work the greedy Stepwise regression algorithm 
is used for selecting features [16]. 



C. Data analysis and Classification 
The data, which has been preprocessed, will then be 

analyzed in three complementary levels.  

The first level aims to give a general view on network state, 
in particular for each interface on a specific network node. It 
provides  interface statistics independently to the types of 
traffic passing through it . A JSON data model is used to 
interact with Sflow collector and periodically read interfaces 
statistics and compute their accumulative values over time. 

The second level, flow analysis level is intended to provide 
relevant information on the flows exchanged between the local 
network and the Internet. At this level, network traffic is 
visualized in such a way to reveal the repartition of flow and 
their behaviors, and highlight the relationship between hosts 
within local network, and between internal and external hosts. 
Also port activities analysis in implemented.  

The third level provides an overview of network at 
application level. A network traffic classifier based on machine 
learning is implemented. It deals with flow characteristics 
selected by the feature selection process. In order to perform 
online classification, multiple sub-flow approach [17], is 
adopted in training phase. In the classification phase, only the 
first sub-flow is used to assign a flow to a class instead to wait 
until the end of flow to classify it. This approach offers an 
online classification. A tree decision classifier has been 
implemented in this context, using the C4.5 algorithm [18]. 
Decision tree algorithms present several advantages like its 
comprehensible nature, robustness and low computational cost 
for generating the models [18].  

D. Visualization 
The visualization process focuses on visualization 

techniques and the preparation of data to be in a displayable 
format by  mapping and  rendering data processes. This process 
is carried out according to the type of information and the 
desired detailed level to display and communicate in a graph. 
Thus, the graphic representation must be simple while restoring 
maximum relevant information in order to help the analyst in 
decision-making process. Three different visualization 

techniques mainly multiple time-series, bar chart, parallel 
coordinates and network graphs described in [19] are used. The 
flow graph, displays flow distribution, while multiple time 
series and bar chart graph display general characteristics and 
packets size distribution. The user can get details on demand 
by drill down and filtering functionalities. 

IV. EXPERIMENTAL RESULTS 
The proposed framework has been developed in Java 

programming language. A set of libraries and tools has been 
used in this context. Sflow and sflow-rt [20] are used to sample 
and collect traffic from network, in addition of Weka Java 
library and NetMate[21] for traffic classification. Then, the 
processed data is visualized using Piccolo2D [22]. 

As shown in Fig.2, a set of general information on a given 
interface is visualized on three time series based graphs and a 
table. Two time series graphs on the left show respectively 
traffic volume (number of packets and bytes) over time. These 
two charts give a good indicator if there is a burst and if it is a 
temporary or a persistent burst and so on. The table shows 
different sessions, and the bar chart at bottom-right draws 
packets size distribution. So, by combining all information the 
user can have an overview of a given interface. 

At the flow level, the graph displays flows distribution in 
such a way that the user can distinguish locals and externals 
nodes. So, a network graph is implemented, where local nodes 
are represented by the larger circles and the remote nodes are 
represented by smaller ones connected by links representing 
communications between them. So, nodes having a potential 
abnormal behavior can be analyzed. Fig.3 shows traffic flow 
distribution. The selected local node (the green node) has a lot 
of activities, which is a good sign on traffic type and nodes 
states. 

As mentioned earlier, previous works have emphasized on 
internal/external network behavior like in [4, 5], and they have 
not paid sufficient attention to the analysis of internal traffic. 
This approach can have an impact on network performance. 
Those methods cannot be helpful in the case when a problem 
or attack comes from one or several internals nodes. 

 
Fig. 2.  General network information 

 



 
Fig. 3. flow distribution graph 

 

Fig. 4. ports activities graph 

 

Fig. 5: host-based port activities 

To overcome such problem  new design to visualize port 
activities is developed based on parallel coordinate graph with 
four axes .The first and last axes represent respectively IP 
source and IP destination, each of them is divided into two 

segments where the upper one represents local network 
addresses while the lower one is for remote addresses. Source 
ports are listed among the second axe and destination ports are 
listed among third axe from the left. Fig.4 shows a network 
port scan coming from an internal node while the external 
activities were normal. To further facilitate the analysis and 
prevent a cluttered graph the user can select a server having a 
potentially abnormal behavior and display its information in a 
separate subgraph as in Fig.5. 

In order to train and test the classifier, we used three traffic 
traces collected on the edge router of the campus network of 
the University of Brescia [23]. The sub-flows characteristics 
are computed by NetMate. By using the sub-flow a nearly real-
time flow classification can be performed, as the sub-flow 
characteristics are calculated immediately without having to 
wait until the end of a flow. The implemented C4.5 classifier 
achieves an accuracy of 99.3%. Fig.6 illustrates the integration 
of the traffic classification results as a pie chart. 

V. CONCLUSION 
The visualization framework described in this paper 

attempts to address the combined problem of traffic collection, 
sampling, processing, classification, and data visualization 
using several tools together in order to understand large-scale 
network in real-time. A new sampling technique has been 
proposed to reduce the cost of traffic collection, and a number 
of new concepts such as flow graph distribution, and traffic 
and port classification have been used to achieve real-time 
traffic analysis. 

Although the results are promising , noticed that the flows 
may change their behavior during a transmission; we will 
investigate in a future work the impact of the sampling and 
sub-flow utilization on classification accuracy, in such cases.  
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Fig. 6. Traffic classification chart 
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