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Abstract—Software-Defined Networking (SDN) is an emerging
technology, physically separating data and control planes of
network devices. From a security point of view SDN has two
sides. First, it enables network security functions by design,
because traffic flows can be redirected or filtered based on
packet content or application layer state – functionality, which
to date requires additional network security devices like fire-
walls, intrusion detection systems or spam filters in conventional
networks. On the other hand, due to physical separation of
planes, SDN possibly offers additional attack vectors compared
to traditional network architectures, which may severely impact
overall network availability as well as confidentiality, authenticity,
integrity and consistency of network traffic and control data. In
this paper, we discuss and balance security provided by SDN with
security threats of SDN also in respect of traditional networks.
We develop an evaluation methodology for both sides and show
that from a security point of view SDN is a blessing for today’s
and future network design and operation.

Keywords—Software-Defined Networking, OpenFlow, network
security

I. INTRODUCTION

Software-Defined Networking (SDN) [1] is a new network
paradigm which physically separates the control and data
planes of a network device. Specifically, the control plane
is removed from a network device and implemented on a
specialized central controller. As a result, the single controlling
instance maintains a global view on the network and serves as
dedicated point of management for the whole network. The
data plane resides on the device and forwards network traffic
based on remotely programmed forwarding rules. Forwarding
rules can be defined by specific applications running on top of
the controller and can be based on various input information,
e.g., specifics of packet headers transmitted in a network or
application layer information. Consequently, SDN provides an
application programming interface (API) allowing a network’s
data plane to be altered by external applications.

This new concept is two-sided with respect to security,
because it enables both new security mechanisms and new
threats. First SDN provides network security functions by
design. For instance well-known network security concepts
have been transferred to SDN in order to achieve network
security by SDN. In [2], [3], [4], the authors introduce FleXam,
an SDN application to access packet level information by the
controller. FleXam provides an easy way to integrate packet
filters or firewalls into an SDN network. Furthermore [5], [6]
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describe FRESCO, a framework for enabling security controls
in the communication between the controller and the data plane
to implement network security applications.

On the other hand, due to physical separation of planes,
SDN offers additional attack vectors compared to traditional
network architectures, which may severely impact overall
network availability as well as confidentiality, authenticity,
integrity and consistency of network traffic and control data.
For example [7] gives an overview of the vulnerabilities caused
by separating the control and the data plane and highlights the
widespread failure to adapt the Transport Layer Security (TLS)
protocol to the communication channel between switches and
controllers. [8] shows threat vectors of SDN and proposes a
design for secure and dependable SDN.

However, the community misses an assessment if the se-
curity benefits provided by SDN exceed the additional threats.
That is, if SDN is a blessing or a curse with respect to network
security. In this paper we develop a methodology to evaluate
both security aspects of SDN. In a first step, we assess the
information security threats of SDN by analyzing the SDN
reference architecture according to fundamental security goals
of information security: confidentiality, authenticity, integrity,
availability and consistency. We then review the security bene-
fits provided by SDN by discussing approaches, which improve
network security (e.g. by developing controller applications
and frameworks). In a final step we compare both aspects
and conclude that the security benefits of SDN outweigh the
threats, i.e., SDN is a blessing with respect to security.

The remainder of the paper is organized as follows: Sect. II
provides fundamentals of SDN. We then discuss and evaluate
security threats of the SDN reference architecture in Sect. III.
Next, Sect. IV assesses SDN extensions that aim at providing
network intrinsic security. We balance the outcome of prior
sections in Sect. V in order to assess whether SDN is blessing
or curse. In Sect. VI we present related work of SDN security.
Finally Sect. VII summarizes and concludes the paper.

II. BACKGROUND

The architectural design of SDN separates the control and
data planes of a network device to provide a global view of
the network and centralized control of network devices. The
paradigm evolves from previous research projects: (1) The 4D-
project [9], which introduces an architecture to separate the
decision logic of the network from the protocols governing
interaction of network elements. (2) [10] proposes a Secure
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Fig. 1. Conceptual architecture of Software-Defined Networking

Architecture for the Networked Enterprise (SANE) by provid-
ing a single protection layer between the Ethernet and Internet
Protocol layer. (3) Ethane [11] was proposed as improved
successor of SANE. Its architecture consists of a controller
and Ethane switches. Ethane allows to define a single network-
wide policy, which determines the fate of all network packets.
The work of Ethane results in the OpenFlow protocol [12],
an approach to standardize the communication between the
control and data planes as well as an implementation of the
first OpenFlow controller NOX [13].

The conceptual architecture of SDN is depicted in Fig. 1.
The data plane still resides on the device and is responsible to
process (e.g. forward, drop) network packets based on defined
flow rules. The control plane is decoupled from the network
device and resides at a centralized controller, which decides
about the forwarding behavior of network packets. Some use
cases require more than one controller, e.g., for replication
purposes or large networks. Several controllers coordinate their
tasks or exchange information via an east/west-bound API.
The data plane communicates via the south-bound API with
the control plane. The most popular south-bound API is the
above mentioned OpenFlow protocol, which is standardized by
the Open Networking Foundation (ONF) [14]. The controller
provides a global view of the network via a north-bound API
to the applications (e.g. SDN management applications). In
contrast to the south-bound API, there is no standardized north-
bound API. However, the ONF initiates a Northbound Interface
Working Group.

III. INFORMATION SECURITY OF SDN

The SDN community already focuses on security issues of
the SDN design (see Sect. VI). Some of the issues occur in
conventional computer networks as well and best practices are
already developed and applied. However, due to the centralized
architecture of SDN (compared to the commonly decentralized
architecture of conventional networks) additional issues arise.

Our methodology assesses security issues of both SDN and
conventional networks regarding key aspects of information
security: confidentiality, authenticity, integrity, availability and
consistency. We rate the evaluation criteria by the respective
impact to the network. Our evaluation scheme makes use of
the impact levels � (uncritical), # (neutral) and � (critical).
For better comparison, we match points to each impact level
(1 pt, 0 pt, −1 pt). Subsequently, we compare the results.
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Fig. 2. Sample SDN network topology

TABLE I. EVALUATION OF SECURITY OF SDN AGAINST SECURITY OF
CONVENTIONAL NETWORKS

criterion SDN conventional

Confidentiality
encryption of communication channels # (0pt) # (0pt)

access control for management interfaces # (0pt) # (0pt)

Authenticity
network devices (e.g. routers, switches) # (0pt) # (0pt)

controller � (-1pt) � (1pt)

applications � (-1pt) � (1pt)

Integrity
forwarding tables, network state � (-1pt) � (-1pt)

Availability
network devices (e.g. routers, switches) # (0pt) # (0pt)

controller � (-1pt) � (1pt)

Consistency
forwarding tables � (-1pt) � (-1pt)

-5pt 1pt

� uncritical (1pt), # neutral (0pt), � critical (-1pt)

In our evaluation we assume a sample OpenFlow-based
SDN topology, comprising several hosts, switches and one con-
troller (see Fig. 2). The result of our evaluation is summarized
in Table I.

A. Confidentiality

Confidentiality prevents disclosure of information to unau-
thorized entities. To ensure confidentiality, two common meth-
ods encryption and access control are used. (1) Encryption of
the communication channel between data plane and controller
means that an attacker has access to the ciphertext, but he is
not able to recover the corresponding plaintext. For instance an
encrypted channel may be established by TLS as proposed by
the OpenFlow switch specification [15]. (2) Granting access
after authentication via management interfaces of network
devices and the controller means that only authorized entities
have access to data structures. Access control may be enforced
by the operating system.

We evaluate the impact of confidentiality to SDN networks
as well as to conventional networks as neutral. Several tech-
niques to encrypt network communication channels and apply
access control are already developed and could be adapted to
both network architectures.



B. Authenticity

Authenticity describes the property that entities are actually
the one they claim to be. A well-known cryptographic method
to ensure authenticity is a signature (e.g. a message authen-
tication code (MAC) for bulk data). Furthermore network
devices as well as the controller have to exchange keys (either
secret ones for generating / validating a MAC or public keys
for asymmetric signatures) [15]. To ensure trust between the
applications and the controller, [8] proposes the use of an
autonomic trust management system (e.g. [16]) to prevent that
malicious applications bind themselves to the controller to
perform malicious actions.

We evaluate the issue of authenticity for network devices in
SDN networks as well as in conventional networks as neutral,
because techniques for mutual authentication are already de-
ployed. We evaluate authenticity of centralized controller and
applications in SDN networks as critical, because a malicious
controller or application could compromise the behavior of
the whole network. Due to the lack of the controller and
applications in conventional networks, we evaluate this as
uncritical.

C. Integrity

Integrity means that information is unmodified during its
life-cycle. In SDN networks, primarily the integrity of flow
rules and messages transferred between the layers has to be
ensured. Integrity of messages could also be implemented by
e.g., a message authentication code (MAC).

We evaluate the issue of integrity regarding
flow/forwarding rules as critical in an SDN network as
well as in conventional networks, because modified rules
could lead to undesirable effects.

D. Availability

Availability is the property to access data, devices and
services every time when it is needed. The obvious bottleneck
in our sample OpenFlow network is the controller. If the
controller is unavailable due to misconfiguration, a technical
error or an attack (e.g. denial of service (DoS) attack), the
network devices are only able to enforce predefined rules. If
an SDN switch is down due to technical errors or a DoS attack,
the controller could dynamically reprogram the network paths.

Possible solutions to mitigate a DoS attack are implement-
ing a rate limiting, reducing the timeout of flow table entries or
dropping packets of a DoS attack (see [17]). [18] discusses the
placement and number of controllers to achieve redundancy.

We rate the issue of availability of network devices as
neutral, due to the possibility to easily change paths in SDN
as well as in conventional networks. However, we evaluate the
non-availability of the controller in an SDN network as critical.
Due to the lack of a controller in a conventional network, this
issue is evaluated as uncritical.

E. Consistency

If different applications are used to define flow rules, it
is possible that the flow rules are not self-consistent. Hence
a mediator between applications and controller is needed to

TABLE II. EVALUATION OF SECURITY BY SDN AGAINST SECURITY
BY CONVENTIONAL NETWORKS

criterion SDN conventional

Network management
simplicity of management � (1pt) � (-1pt)

integration of legacy/new security appliances � (1pt) � (-1pt)

centralized view � (1pt) � (-1pt)

Costs
costs and time for error handling/maintenance � (1pt) � (-1pt)

robustness against outage � (-1pt) � (1pt)

Attack detection and mitigation
detection/mitigation methods by design � (1pt) � (-1pt)

time to react to network attacks � (1pt) � (-1pt)

5pt -5pt

� positive (1pt), # neutral (0pt), � negative (-1pt)

deal with conflicting rules. One implementation to detect and
mediate rule conflicts is FortNOX [19].

We evaluate the impact of conflicting rules as critical for
conventional as well as for SDN networks, because it could
lead to unpredictable network behavior in both architectures.

IV. INFORMATION SECURITY PROVIDED BY SDN

A lot of research to provide network intrinsic security
by an SDN network is recently done (see Sect. VI). In this
section, we assess network characteristics of SDN as well
as conventional networks, which affect the security provided
by a network as � (positive), # (neutral) or � (negative).
Additionally, we match points again (1 pt, 0 pt, −1 pt), for
better comparison. The result of our evaluation is summarized
in Table II.

A. Network management

In contrast to conventional networks an SDN offers a
centralized view. Thus, the management of an SDN is simpler
than the management of conventional networks. Maintenance
is more flexible due to automation, which saves costs and time
for error handling and simplifies the deployment of network
wide policies.

The integration of new security applications (e.g. firewall)
is easier in an SDN network due to the flexibility and the
global view. The integration of legacy applications is easily
possible, too, but it has to be ensured, that no inconsistency is
introduced.

In addition, we emphasize that SDN provides, through
its global view on the network and its flexibility with re-
spect to maintenance and reconfiguration, a natural security
environment for security challenges like Bring Your Own
Device (BYOD). The advantage of using SDN for the BYOD
challenge is to enhance an existing SDN enabled network by
additional features to deal with the problem of unmanaged
devices. A sample implementation is described in [20], where
the Ballarat Grammar School applied the HPs Sentinel Security
app [21] in a hybrid SDN network to tackle the BYOD
challenge.

We evaluate the network management of SDNs as positive,
because it is more flexible than in conventional networks due
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to the global view. Corresponding to that, we rate network
management of conventional networks as negative.

B. Costs

An easy maintenance of SDN networks has the side effect
of saving costs. On the one hand personnel costs, because
error handling is easier and configuration effort is decreased.
Furthermore, deploying SDN networks could reduce power
consumption of hardware devices. On the one hand switches
are no longer responsible for powerful computation tasks and
on the other hand if hardware devices could be reduced, the
power consumption diminishes, too. Due to saving costs for
maintenance we evaluate this criterion for SDN as positive.
On the contrary, we evaluate the criterion for conventional
networks as negative due to the complexity of management.

An important drawback of our sample SDN network topol-
ogy is the single point of failure if the controller is not
available. Because of this, we evaluate robustness as negative
for our sample network. One approach to tackle this disad-
vantage is to introduce redundancy by multiple controllers.
Conventional networks are more robust against outage due to
their decentralization, which is why we evaluate robustness of
conventional networks as positive.

C. Attack detection and mitigation

SDN is still under development and not widely deployed,
which allows network operators to integrate network attack
detection and mitigation still by design. Due to this, we
evaluate the possibility to integrate attack detection/mitigation
to SDN by design as positive. We rate this criterion for
conventional networks as negative because applying changes to
conventional networks are more complex. One problem could
be the lack of an agreement on a management protocol, by
which solutions could not adapt to each implementation of
SDN.

The most prominent network threat defense mechanisms
are cryptography, firewalls, network based intrusion detection
systems (NIDS), and a unified threat management (UTM).
As we consider SDN as transport medium for network traf-
fic, SDN cannot provide cryptographic measures to counter
network-based sniffing or spoofing attacks. However, the re-
maining defense provision concepts may easily be ported to
SDN as we discuss in what follows.

Fig. 3 shows on the left side a sample conventional network
security topology at the perimeter including two firewalls. Each
firewall only has access to the data, which flows through it.

From a conceptual point of view the firewall is an additional
item in the network introduced due to the legacy security
lack of conventional network devices. Additionally there is no
default communication channel between the different firewalls.
With regard to SDN a firewall as a legacy hardware box is
replaced by a software application on top of the controller
as visualized on the right in Fig. 3. Then the application
has access to data transferred through every switch in the
SDN. Thus the firewall application gains a global view on
the network. Additionally maintenance of the application itself
with respect to software updates or reconfiguration is much
easier and the number of devices decreases, which results in
lower costs. Furthermore in contrast to its classical relative
the firewall application does not need an additional interface to
gather data as the network packets for an inspection are already
provided by SDN. And besides detection or maintenance,
mitigation is much easier as the firewall application enforces
rules to capture packets at any device in the network in real
time. Due to this, network operators will be able to react faster
to attacks in SDN networks than in conventional networks,
which is why we rate the time to react in SDN networks as
positive and in conventional networks as negative.

A similar argumentation holds for NIDS to inspect network
activity and to launch reaction or more generally for every
legacy security application. Even more attractive the hosting
of different security applications centrally on top of the SDN
controller yields a straightforward concept to realize a Unified
Threat Management System. Additionally SDN may be used
to hide the actual network topology through Network Address
Translation (NAT) or to provide monitoring services of a
network.

V. DISCUSSION: BLESSING OR CURSE FOR NETWORK
SECURITY?

Networks are vulnerable due to protocol flaws by design.
This concerns all layers of the network stack (e.g. ordinary IP,
TCP, or HTTP) and arises due to the fact that not only attackers
find new ways in exploiting vulnerabilities not anticipated in
protocol design, but also due to protocols not being strictly
implemented and used as initially standardized.

Conventional networks do not provide any detection or
mitigation measure by design. They are decentralized and
thus complex and difficult to manage. However, a decen-
tralized network architecture is robust against outages of
single components. In contrast, SDN is a new paradigm to
design and manage networks. The concept differs mainly from
conventional networks in centralization of the control plane.
While this centralization provides benefits, such as an end-to-
end view on the whole network topology, it also raises new
challenges, such as to ensure consistency amongst systems and
availability of the central controller. From that, the question
arises whether the benefits of this new paradigm may outweigh
possible disadvantages, i.e. if SDN is blessing or curse. In this
section we compare the (additional) security risks of SDN as
described in Sect. III with the security benefits provided by
SDN as described in Sect. IV.

We start with the benefits provided by SDN. The global
view and control of all network devices, which is intrinsically
provided by the centralized position of the controller in the



network, is the key advantage of SDN compared to decentral-
ized networks. To improve and ensure the security of the net-
work we can simply implement well-known, standardized, and
proven security concepts (e.g. firewalls, spam filters, NIDS, or
other monitoring services) as applications on top of the con-
troller. As a proof of concept, the community already came up
with a controller application to access packet level information
[2], [3], [4] or an application to detect DDoS flooding attacks
[22]. Compared to a bunch of legacy security appliances that
would have to be deployed in conventional networks to achieve
similar functionality, integration of security features in SDN
seems less complex and due to large-scale view on network
events we see the potential to better classify events and
especially to reduce false-positive rates, a practically critical
performance metric. Furthermore, due to this benefit in SDN,
we also see the advantage of being able to easily share relevant
information across security applications of different type (e.g.
information on spam-sending hosts, as detected by spam filters,
being shared with botnet detection systems). When discussing
these benefits, we would like to stress that SDN security
applications use the already available infrastructure of SDN to
collect network packets and to subsequently mitigate detected
anomalies by reprogramming the network. That is, SDN as-
is offers great interfaces for network threat intelligence and
reaction, notwithstanding the possibility to outsource security
services by, e.g., integrating dedicated security devices. If this
is preferred, network operators simply have to reconfigure the
SDN to redirect certain traffic to a dedicated security box.
Therefore every existing security service may be used in an
SDN, too.

As security risks of SDN, we especially recognize se-
curity threats (see Sect. III) to confidentiality, authenticity,
integrity, availability and consistency. Yet, we would like to
remind that these threats exist in conventional networks as
well. Especially, most threats are well studied in conventional
networks and may be encountered by standardized protocols
(e.g. TLS) or network design guidelines. In fact, we are
convinced that, conceptually, SDN does not introduce any
entirely new security threats due to its different design that
our community has not seen before and that cannot be solved
by applying already existing techniques. Specifically, in our
opinion, future research should exactly focus on solving these
problems of security of SDN by applying well known concepts,
such as sensible integration of public key infrastructures in
order to achieve encryption of communication channels and
authenticity of SDN components, in order to facilitate network
operators’ in building secure SDN.

Comparing the results of the evaluation, we believe that se-
curity benefits provided by SDN (5pt) outweigh the drawbacks
of SDN’s decentralized design and associated security risks
(-5pt). The resilience achieved through decentralized design
of conventional networks (1pt) do not outweigh the drawback
in the evaluation of security provided by conventional network
architectures (-5pt). To sum up, we are convinced that SDN
will be a blessing for the security of future networks if
basic measures against threats to confidentiality, authenticity,
integrity, availability and consistency are integrated into SDN.
Security of SDN is still work in progress, but the benefits
of security by SDN outweigh the security issues of SDN we
encounter so far.

VI. RELATED WORK

The authors of [23] provide a survey of SDN security
research. They distinguish the research into two categories:
(1) The challenges of the SDN framework’s architecture and
(2) the security enhancements derived by SDN. They link the
issues of SDN to the affected SDN layers (application, control
and data layer) and the interfaces between these layers. Addi-
tionally, they categorize related work in SDN security research
into security analysis, enhancements and solutions to issues
mapped to the above mentioned layers and interfaces. They
point out that one important issue of SDN is trust between
all involved layers and an increased potential of denial of
service (DoS) attacks due to SDN’s centralization and limited
space in flow-tables. The authors differentiate the common
efforts to enhance network security by SDN, into middle-boxes
(e.g. IDS) integrated into the networks and monitoring systems
developed for the SDN network infrastructure.

Further research focuses either on the issues of SDN’s
design, solutions to tackle these issues or on network security
enhancements derived by SDN. Several research performs
security analyses of SDN, especially OpenFlow. [7] gives
an overview of the vulnerabilities caused by separating the
control and the data plane. [8] shows threat vectors of SDN
and proposes a design for secure and dependable SDN. A
formal security analysis of SDN architectures is provided
by the Internet Draft SDN Security Requirements [24]. [17],
[25] perform a security analysis of OpenFlow and propose
prevention and mitigation techniques. [26] mentions challenges
by implementing SDN with focus on network performance,
scalability, security and interoperability and proposes possible
solutions. To solve and mitigate issues of SDN’s design,
the data plane extension AVANT-GUARD [27] reduces data-
to-control plane communication to mitigate DDoS attacks.
[28] presents the permission system PermOF, which aims to
give OpenFlow applications minimum permissions to prevent
abuse. [2], [3], [4] introduce FleXam, an extension to access
packet level information by the controller for e.g., traffic
classification. [29] introduces the framework CloudWatcher
to monitor large and dynamic cloud networks. [22] shows
a method to detect a DDoS attack based on flow features
collected in an SDN network. [30] demonstrates a method
for an attacker to fingerprint an SDN in preparation to a
DoS attack. [31] introduces the model checking system Flover,
which verifies that OpenFlow rules do not violate the security
policy of the network. [5] and [6] introduce a Framework for
Enabling Security Controls in OpenFlow networks (FRESCO)
to integrate security related applications to SDN. This work
resulted in the SE-Floodlight controller [32], [33].

VII. SUMMARY AND CONCLUSION

In this paper, we revisited security aspects of SDN.
Especially, we aimed at systematically comparing security
benefits provided by SDN with security risks of SDN and
used conventional networks as benchmark. As such, this paper
extended an SDN security survey performed in [23] with
a formal evaluation. From that evaluation we conclude that
SDN is, security-wise, a blessing for future network design.
The paradigm change promoted by SDN introduces additional
attack vectors in comparison to conventional networks, but
also offers great opportunities to implement network intrinsic



security. Yet, the major threats to confidentiality, authenticity,
integrity, availability and consistency we identified in this
paper are not new to our community and can be solved by
applying already established concepts in a sensible manner.
Hence, we propose that future work should focus on exactly
that part. Especially, we see a demand in the integration
of public key infrastructures into SDN in order to protect
communication between different components of an SDN and
to assure authenticity of components. The latter especially
becomes an important requirement if we consider future inter-
provider SDN setups and related security challenges.
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