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Abstract—Network virtualization allows flexibility to configure
virtual networks in a dynamic manner. In such a setting, to
provide resilient services to virtual networks, we consider the
situation where the substrate network provider wants to have
standby virtual routers ready to serve the virtual networks in the
event of a failure. Such a failure can affect one or more virtual
routers in multiple virtual networks. The goal of our work is
to make the optimal selection of standby virtual routers so that
virtual networks can be dynamically reconfigured back to their
original topologies after a failure. We present an optimization
formulation and a heuristic for this problem. By considering a
number of factors, we present numerical studies to show how the
optimal selection is affected. The results show that the proposed
heuristic’s performance was close to the optimization model when
there were sufficient standby virtual routers for each virtual
network and the substrate nodes have the capability to support
multiple standby virtual routers to be in service, concurrently.

I. INTRODUCTION

Network virtualization allows the capability for dynamic
virtual network (VN) reconfiguration, where virtual routers
(VRs) for VNs are easy to create, configure, and connect to the
virtual networks. In traditional (physical) computer networks,
adding or removing network components, such as links or
nodes, is time consuming. In a virtual network environment,
configuration occurs at the logical level using a software-based
approach. For example, VN providers can create multiple VRs
from different substrate nodes or the same substrate node; for
each VR, virtual interfaces are configured through a software-
defined approach, compared to physical routers.

As a result of such capabilities of network virtualization,
multiple VNs are easy to be created over a substrate network.
In such an environment, we consider the problem of restoring
VNs from a node failure. A substrate network node failure can
potentially impact multiple VN nodes belonging to different
VNs. For any failure, the service provider of the VNs may
be required to restore VNs as specified in the service level
agreements (SLAs). We refer to a VN service provider as a
VN customer, while its VN being provisioned by the substrate
network provider.

In this work, we focus on optimally restoring VNs back
to their original topological structures and bandwidth require-
ments from a node failure where the failed node could be
either at the substrate network or in one or more VNs. Such
requirements may be imposed by the VN customers who want
virtual topologies leased from the substrate network provider
to be the same at any time as part of the service level
agreements (SLAs).

An advantage of VN-over-substrate network architecture
is that the substrate network provider can provision standby
virtual routers (S-VRs) spread across the VNs so that they can
be quickly activated through a software-defined mechanism
in case of any node failure by restoring back to the original
VN topologies. In this case, the VN customer do not need to
make changes to the routing tables and can minimize transient
issues. For example, consider a VN that has deployed the
OSPF (open shortest path first) routing protocol. OSPF can
recognize a single link failure well; however, OSPF does
not support a node failure function well as it has to learn
from correlating the non-functioning of links associated with
the failed node to eventually recognize the node failure—
this may result in an extended transient window when traffic
flow may suffer for the VN customers. Thus, having S-VRs
preconfigured can allow quick restoration from a VR failure
for each VN. Secondly, if the substrate network provider is
using software-defined networks (SDN), such functions can
be orchestrated through a centralized controller. We are also
partly motivated to address this standby router deployment
from our own experience with GpENI (www.gpeni.net), an
inter-continental research network testbed spanning the US and
Europe. In this testbed, software-based functionalities were
successfully developed to deploy S-VRs to restore a node
failure in supporting a VN with encouraging results [1].

Consider Fig. 1, when a core virtual network is created,
a set of S-VRs are reserved. These S-VRs are functionally
identical to active virtual routers (VRs) but not connected to
any active VRs. When there is a VR failure in the virtual
network, the dynamic reconfiguration process is triggered, and
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Fig. 1: Dynamic Reconfiguration Scheme for Virtual Networks
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it selects one of the S-VRs and replaces the failed VR. Because
both traffic load and hardware capacity are changing at the
substrate nodes where these S-VRs reside, selecting an S-VR
that has minimum impact to the current virtual network while
minimizing operations cost is important during the dynamic
reconfiguration process.

In this paper, we address the problem of selecting optimal
S-VRs when nodes in the core virtual networks are affected
due to a failure. End hosts may be connected to multiple edge
nodes, and the loss to end users is not the focus of this work.
The scope is to recover from a failure that occurs at core
VRs, not edge VRs of the VNs. We present an optimization
model and a heuristic that can be used by the virtual network
management system to dynamically reconfigure and restore
VNs. We then introduce numerical studies to present the
dependency of optimal selection using a number of parameters,
and the results show that the proposed heuristic performs
closely to the optimization model when the reserved S-VR set
for each VN was relatively large, and the number of failures
was within a particular range.

The rest of the paper is organized as follows: In Section II,
we present the optimization formulation to the optimal standby
virtual router selection problem along with a heuristic. In
Section III, we present studies on three substrate network
topologies by discussing two types of virtual router failures;
our optimization model is efficient in selecting optimal S-
VRs and we present a comparison between the heuristic
and optimal selection for a number of scenarios. Section IV
presents related works on dynamic reallocation of resources in
virtual networks. Section V summarizes the paper and presents
plans for future work.

II. PROBLEM FORMULATION

The scope of this work is to optimally determine standby
virtual routers (S-VRs) that are to be activated to recover from
VR failures in the core VNs. A VR failure in a VN may be
caused due to the VR’s software failure or a failure of its
hosting node in the substrate network. Consider now a number
of virtual networks (denoted by G) operating over the common
substrate network. We are given the requirement that each core
VN is to be reconfigured back to the same topology as it was
before the failure. A set of S-VRs is available to support the
VNs for dynamic reconfiguration in the event of a VR failure.
We assume the following in this work:
• Within each VN, any two VRs, including the S-VRs, are

not hosted on the same substrate node.
• One substrate node fails at a time.
• For each VN, at most one core VR fails at a time.
The first assumption reflects that when creating a virtual

network (especially a wide-area virtual network), it is not
common to create a virtual link connecting two VRs for a
VN that is hosted by the same substrate node. Secondly, if
two VRs for the same VN were hosted on a substrate node,
where one is activated while the other is reserved as an S-
VR, then in the case of a failure of the working VR, it can be
automatic switched to the S-VR by the hosting substrate node,

while preserving the VN topology or bandwidth. That is, we
focus on the non-trivial problem where the S-VR resides at
a different substrate node from the failed VR. In regard to
the second assumption, it does not rule out the possibility that
a substrate node failure may cause the single-VR failures in
multiple virtual networks, where these failed VRs are hosted
by the failed substrate node.

TABLE I: Model Entities

Symbols Description
R Set of substrate nodes
L Set of substrate links
Qik Set of paths from the substrate node i to the substrate node

k
Pi Set of used physical interfaces on substrate node i
G Set of virtual networks
Vj Set of connected VRs in VN j
Sj Set of S-VRs available to VN j
Fj Set of failed VRs in virtual network j,
nj Number of failed VRs in virtual network j, nj = |Fj |
bi,p(bl) Residual capacity of used interface p on a substrate node i,

or the substrate link l ∈ L, where the source of l is node
i’s interface p

T Threshold for maximum residual bandwidth utilization
rji A VR on a substrate node i in a virtual network j
Mj

i The set of virtual interfaces on a VR rji
δji 1 if rji is reserved as an S-VR, 0 otherwise
αji 1 if rji is connected in VN j, 0 otherwise
eji,k 1 if a virtual link between rji and rjk is up, 0 otherwise

γj,fi,m,k 1 if a virtual interface m on S-VR rji is configured to
connect rjk (a neighbor to the failed VR rji )

βji 1 if a VR rji fails, 0 otherwise
hi The maximum number of S-VRs can be selected from a

substrate node i
cj,fi,m,k The bandwidth required on interface m of a candidate S-

VR rji that is going to replace the failed VR rjf to connect
the VR rjk

ηj,fi,m,k The operation cost on configuring a virtual interface m of
a candidate S-VR rji to connect to a existing VR rjk , by
replacing the failed VR rjf

σj,fi,m,k The cost of connecting a candidate S-VR to a existing VR
rjk (a neighbor to the failed VR rji ) in a virtual network j
via the S-VR’s virtual interface m

∆
(jfik)
q,l The link-path indicator. For a capacity demand from rji to

rjk given the failure of the virtual router rjf , a substrate path
q ∈ Qik from node i to node k uses the substrate link l

TABLE II: Variables

Variable Description
uj,fi Binary variable; it equals to 1 if an S-VR rji is selected to

replace a failed VR rjf
vj,fi,m,k Binary variable; it equals to 1 if an S-VR rji ’s is connected

to the failed VR rjf ’s neighbor rjk via virtual interface m
t Maximum residual bandwidth utilization on a substrate node

when determine the S-VR rji for each affected VN j, t ∈
(0, T ), T is the threshold for t

x
(jfik)
q Flow variable on a substrate path q ∈ Qik . Under a failure

of rjf (f ∈ Fj ), the path is between a candidate S-VR vji
and the failed rjf ’s neighbor rjk on the substrate network

A. Notations

We first briefly highlight a few key notations used in the
optimization model; all are listed in Tables I, II, and III.



TABLE III: Weight Parameters

Symbols Description (all non-negative)
λ, π Indicates the proportion for sub-objectives
wθ Primary weight parameters used in (11): wθ = 〈wθ1, wθ2〉
wb Secondary weights in (13): wb = 〈wb1, wb2〉
wa Third level weights in (13): wa = 〈wa1, wa2〉

There are two main sets of components in the virtualized
network environment: substrate nodes (R) and virtual net-
works (G). A VR that belongs to virtual network j and is
hosted by substrate node i is denoted by rji . For any substrate
node i (i ∈ R), its physical interfaces are denoted by the
set Pi, where each physical interface p (p ∈ Pi) has residual
capacity bi,p. For any VR rji , we define its virtual interfaces
as set Mj

i . For each virtual network j (j ∈ G), we denote
F j to be the set of failed VRs in the virtual network j.

For any virtual network j (j ∈ G) that has already been
created and is in service, the substrate nodes hosting VRs that
have been connected are pre-established, which is denoted by
set Vj(⊂ R); thus, the following parameters are set: αji = 1,
eji,k = 1, βji = 0 for i, k ∈ Vj . We also denote the substrate
nodes hosting the S-VRs pre-reserved for a virtual network
j as Sj(⊂ R), so δji = 1 for S-VRs, i ∈ Sj . In other
words, δji = 0 for i ∈ R\Sj . When a VR rji fails, we set
βji = 1, where i ∈ Vj ∪Sj(⊆ R). Parameter hi indicates the
maximum number of S-VRs associated with a substrate node
that are candidates for selection during the reconfiguration
process, and the value of hi can be decided based on the
real-time resource utilization on the substrate nodes.

The solution to the reconfiguration problem is determined
by two sets of binary variables (shown in Table II) that deter-
mine the optimal selection of an S-VR. Variable t represents
the maximum residual bandwidth utilization of the substrate
nodes after the S-VRs have been decided, while x is for the
flow from the S-VRs to the failed VR’s neighbors.

B. Constraints

There are ten sets of constraints.
• A VR rji can be selected to replace a failed VR rjf only

if it is identified as an S-VR and it does not fail.

uj,fi ≤ δ
j
i (1− β

j
i ),

∀i ∈ R,∀f ∈ Fj ,∀j ∈ G, i 6= f (1)

• For any VR failure in a VN, only one identified S-VR
can be selected.∑

i∈R
δji · u

j,f
i = 1,∀f ∈ Fj ,∀j ∈ G (2)

• One reserved S-VR can replace at most one failed VR at
a time: ∑

f∈Fj

δji · u
j,f
i ≤ 1,∀i ∈ R,∀j ∈ G (3)

• The allocation must satisfy the upper bound on the
maximum number of S-VRs that can be selected from
the same substrate node at a time, based on the substrate
node resource utilization at the moment (e.g., CPU or

bandwidth utilization).∑
f∈Fj

∑
j∈G

δji u
j,f
i ≤ hi,∀i ∈ R (4)

• A virtual interface m on an S-VR rji can be enabled to
connect rjk (a neighbor VR of the failed VR rjf ), only
when rji is selected to replace rjf .

γj,fi,m,k · v
j,f
i,m,k ≤ u

j,f
i ,

∀f ∈ Fj ,∀i, k ∈ R,∀j ∈ G,∀m ∈Mj
i , i 6= k 6= f (5)

• For topology integrity from before failure to after failure,
conservation of links during the reconfiguration process
must be satisfied.∑
m∈Mj

i

∑
k∈R

ejf,k · δ
j
i · γ

j,f
i,m,k · v

j,f
i,m,k =

∑
k∈R

δji · u
j,f
i · β

j
f · e

j
f,k

∀j ∈ G,∀f ∈ Fj ,∀i ∈ R, i 6= k 6= f (6)

Here, the left side of (6) indicates that a candidate S-
VR (rji ) for a failed VR (rjf ) should be able to establish
connectivities to every failed VR’s neighbor (rjk, where
i 6= k), via specific virtual interface m (m ∈ Mj

i )—this
must be equal to the right side of (6) that represents the
total number of virtual links that should be created from
rji in order to replace rjf .

• Regarding the residual capacity of the interfaces on a
candidate S-VR rji that is to be selected to replace the
failed VR rjf , the accumulated bandwidth demanded from
all connected virtual interfaces should not exceed the
residual total interface residual capacity on the corre-
sponding substrate node:

∑
m∈Mj

i

∑
k∈R

δji · γ
j,f
i,m,k · c

j,f
i,m,k · v

j,f
i,m,k ≤

∑
p∈Pi

δji · bi,p · u
j,f
i ,

∀j ∈ G,∀f ∈ Fj ,∀i ∈ R, i 6= k 6= f, (7)

• The residual capacity utilization on a substrate node does
not exceed the maximum residual bandwidth utilization
t, due to the extra bandwidth demand by the one or more
selected S-VRs hosted by this substrate node.

∑
j∈G

∑
f∈F

δji · u
j,f
i · (

∑
k∈R

∑
m∈Mj

i

γj,fi,m,k · c
j,f
i,m,k) ≤

∑
p∈Pi

bi,p · t,

∀i ∈ R, i 6= k 6= f (8)

• When selecting an S-VR rji , we need to guarantee that
the links on the path from the substrate node i hosting
rji to the substrate node k hosting the failed VR rjf ’s
neighbor rjk has sufficient residual bandwidth on the
substrate network, and that the bandwidth demand on
the new virtual link are the same as before. This can
be represented through the following demand flow and
capacity constraints:



∑
q∈Q(ik)

x(jfik)q =
∑

m∈Mj
i

γj,fi,m,k · c
j,f
i,m,k · δ

j
i · u

j,f
i ,

∀j ∈ G,∀f ∈ Fj ,∀i, k ∈ R, i 6= k 6= f (9)∑
(j,f,i,k)

∑
q∈Qik

∆
(jfik)
q,l · x(jfik)q ≤ bl,

∀l ∈ L, i 6= k 6= f (10)

C. Objective Function

The goal (11) is to minimize a composite objective that
represents the cost of selecting S-VRs for each VN under
an event of VR failure (so-called minimum cost selecting
problem) and the maximum resource utilization (t) of substrate
nodes (so-called resource balancing problem).

There are two types of cost functions for S-VR selection
and connection. The first type is the cost of operations on
virtual interfaces (Type-I: ηj,fi,m,k), for instance, configuring
IP addresses, and activating or deactivating virtual interfaces.
The second type is the cost of connecting two VRs (Type-
II: σj,fi,m,k), for instance, the geographical distance or the RTT
between the two VRs.

For the resource balancing problem, we define the total
capacity of all interfaces on i (i.e.,

∑
p∈Pi

bi,p) as the residual
resources on substrate node i ∈ R, and we want the total
interface capacity utilization on each substrate node not to be
over a particular threshold t, after this substrate node actively
hosts the S-VRs in the VNs.

To select a proper S-VR to replace a failed VR for a VN, it
is necessary to balance the cost of activation and connectivity.
For more than one VN under single-VR failures, we consider
the resource balancing problem on the substrate nodes for
which we assign a weight parameter (wθ = 〈wθ1, wθ2〉) to
indicate the importance of the relevant cost term, where wθ1
is for ηi,ji,m,k, and wθ2 is for σj,fi,m,k. To weigh the minimum cost
selection and resource balancing, we use weight parameters λ
and π, respectively, where λ + π = 1.

min{λ · [
∑
j∈G

∑
f∈Fj

∑
i∈R

∑
m∈Mj

i

∑
k∈R

(wθ1 · ηj,fi,m,k + wθ2 · σj,fi,m,k)·

δi,j · γj,fi,m,k · v
j,f
i,m,k] + π · t}, i 6= k 6= f (11)

1) Type-I: Virtual Interface Operations Cost ηj,fi,m,k: In the
substrate network, when adding or removing a substrate router
from the network, the basic operations are to enable or disable
the interfaces if the router has already been connected. If the
router is not connected yet, then plugging cables is an extra
operation. Furthermore, if the interface is not created or is
not assigned any IP address, then configuring IP addresses
is also an extra operations cost. Analogously, the operations
cost on the virtual interfaces also needs to consider these three
parts: virtual IP address configuration, creation of virtual link
on a virtual interface (similar to a plugin cable to a substrate
router), and enabling/disabling the virtual interfaces. Here, we
combine the first two into one operations cost. This is because
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Fig. 2: Two Scenarios on Virtual Interface Operations

creating virtual links and assigning IP addresses can be done
by a programmable operation. For example, in [2], when users
specified a topology, the virtual link between two VRs was
created automatically, and the corresponding virtual interfaces
were assigned virtual IP addresses at the same time. The
other operations cost in a virtualized networking environment
is due to enabling necessary virtual interfaces on the virtual
interfaces. It is intuitive that not all virtual interfaces need
to be enabled, and the number of active virtual interfaces
on an S-VR depends on the number of VRs that it needs to
be connected to. Meanwhile, the interfaces of other VRs that
connect to the failed VR have to be disabled as well.

To construct the Type-I cost for the virtual interface opera-
tion, there are two scenarios. First, as presented in Fig. 2(a),
each VR has enough virtual interfaces with preconfigured
virtual IP addresses, and all of the S-VRs’ virtual interfaces
are disabled. When an S-VR is selected, we just need to
enable and disable its corresponding virtual interfaces. In other
words, the first scenario considers only one part of the Type-I
cost. Secondly, as shown in Fig. 2(b), a connected VR has a
limited number of virtual interfaces and all of them are active,
so if it needs to connect to the selected S-VR, the specific
virtual interface must be re-initialized with a new IP address
to connect the S-VR. Thus, this scenario needs to consider
both parts of the Type-I cost. Note that s− and s+ represent
the cost of disabling a virtual interface on a remote VR rji and
enabling the virtual interface m on the standby rji , respectively.
τ j,fi is a binary value that indicates whether re-initialization of
the virtual IP addresses for virtual interfaces is needed, and l
is the cost of configuring virtual IP addresses. To summarize,
the Type-I cost can be presented as follows:

ηj,fi,m,k = 2 · (s− + s+) + τ j,fi · l
∀m ∈Mj

i ,∀k ∈ R, i 6= k 6= f (12)

2) Type-II: Virtual Router Connectivity Cost σj,fi,m,k: The
Type-II cost is to connect two VRs. We consider two factors:
geographical distance and round trip time (RTT). The geo-
graphical distance is the the distance between two substrate
nodes that host the VRs. Here the geographical distance is
either between an S-VR and a failed VR, or the distance
between an S-VR and the remote VRs to be connected. Note
that the RTT cannot be measured directly before the S-VR



is connected. The virtual network control central can create
a separate VN as a reference that is a full mesh topology
and each VR in the reference virtual network is created from
a different substrate router. Thus, we can collect RTT in real
time and the packet loss rate information for the cost function.
Hence, the virtual router connectivity cost can be constructed
as (13), where a and b are weight parameters.

σj,fi,m,k = wb1 · (wa1 · di,f + wa2 · di,k) + wb2 · rtti,k,
∀j ∈ G,∀m ∈Mj

i , i 6= k 6= f (13)

D. Heuristic Algorithm

Taking a cue from the optimization model, we now propose
a heuristic algorithm that selects S-VRs to restore the VR
failures, which is shown in Algorithm 1. In (11), two types of
costs (ηj,fi,m,k and σj,fi,m,k) are considered in the minimum cost
selection objective, so the proposed Algorithm 1 implements
a multi-criteria S-VR selection for all virtual networks with
VR failures.

Algorithm 1 takes the following as the input.

• A hash map failed map that stores each VN’s failed
VR, along with its bandwidth usage, and the keys are the
identities of the VNs;

• Geographical information (geo) on substrate nodes;
• The most recent network dynamics monitored in real-

time for both substrate and VNs before the failures, such
as bandwidth (bw) on substrate nodes and the round trip
time (rtt) between the VRs;

• Parameter limit(= hi) is to provide a boundary for the
number of S-VRs that can be selected from a common
substrate node.

• Weights, wθ, wa, wb, on each factor (refer to (13) and
(11)) to understand the influence on the selection and the
balancing weights λ and π.

• A threshold T for the maximum residual bandwidth uti-
lization of substrate nodes to guarantee that the substrate
nodes are not congested.

The heuristic algorithm first sorts the VNs based on the
bandwidth used by the failed VR at the failure, and starts to
select the S-VR from the VN whose failed VR has the highest
bandwidth utilization. It then, sequentially, selects S-VRs for
the rest of the VNs. For each VN with the failure, the algorithm
first calculates the selecting cost for each S-VR candidate. The
calculation is very similar to the objective function, so it also
considers two parts. The first part is a summation of Type-I
and Type-II costs; the second part accounts for the residual
bandwidth utilization on the corresponding substrate node if
this S-VR candidate is to be selected. Weights λ and π are
associated with each part, respectively.

Once the algorithm completes the computation for each
candidate S-VR, these candidate S-VRs are sorted by the
computed costs. Then the algorithm starts from the S-VR
with the least selection cost, and checks two conditions:
limit and T . Since the objective (11) is a composite of two
sub-optimization problems, the heuristic needs to consider
the residual bandwidth balancing during the selection, based

Algorithm 1: Heuristic Multi-Criteria S-VR Selection
Input: failed map, geo, bw, rtt, limit, T , wa, wb, wθ,

λ, π
Output: selected

1 Initialize selected as empty
/* Sort the virtual networks by the bandwidth used by the

fvr id at the failure, and store it as sorted vnets */
2 sorted vnets ← Sort VN (failed map)
3 for vn in sorted vnets do
4 vn id, bw req ← Get Info(vn)

/* The hash table Map stores the cost of selecting a
S-VR in a vn, in form of 〈S-VR, cost〉 */

5 Initialize Map as empty
6 fvr id ← Get FailedVR(failed dict[vn id])
7 if vn has failure fvr id then
8 Get the list of S-VRs in vn: svr id
9 for svr id in standby list do

10 Compute the total cost of selecting svr id:
total, using (11), (12) and (13)

11 Map.Add (svr id, total)

//Sort the Map by the cost
12 sorted map ← Sort SVR (Map)
13 for svr id in sorted map do
14 Compute utilization t if svr id is selected
15 Allocate substrate path with sufficient

capacity for the virtual link between svr id
and nbr id

16 if Count (selected, svr id) < limit and
t < T then

17 if π/λ ≥ 10 then
//Do residual bandwidth balancing

18 If a substrate node hosting svr id is
least used, then select this svr id

19 else
//Purely minimum cost selection

20 Select the svr id

21 Update the residual capacity on the
substrate links

22 return selected

on the ratio of π
λ (πλ = ∞ for λ = 0). If π

λ is greater
than a particular level, i.e., 10, for each affected VN, the
heuristic tends to select the S-VR hosted by different substrate
node to balance the residual bandwidth utilization, otherwise
the heuristic considers the purely minimum cost selection
objective.

III. RESULTS

In this section, we present numerical studies to show how
the optimal selection is affected under different scenarios,
and compare the performance of the heuristic and optimal
selection. Before discussing the results, we first present an
overview on the experimental scenarios.



TABLE IV: Scenarios with 10 VNs

Substrate Network Abilene Nobel-EU Germany50

Nodes / Links 12 / 15 28 / 41 50 / 88
Residual BW 0 ∼ 1 0 ∼ 1 0 ∼ 1

# of reserved S-VRs 2 ∼ 6 6 ∼ 10 8 ∼ 24
# of Independent VR Failures 1 ∼ 10 1 ∼ 10 1 ∼ 10
# of Dependent VR Failures N/A N/A 10

hi 1 ∼ 10 1 ∼ 10 1 ∼ 10

A. Scenarios

We studied three topologies obtained from the SNDlib
(Survivable Network Design Library) [3]; they are Abilene
topology, Nobel-EU topology, and Germany50 topology. The
geographical distance between nodes was normalized for each
topology, and the residual capacity on each active physical
interface of a substrate node was normalized as well.

Consider the origin of a VR failure, which could be either
a software failure at the VR itself, or a failure at its substrate
host. For a software failure at the VR, it will not affect other
VNs, so we denote this type of VR failure as an independent
VR failure. For a VR failure caused by a substrate node failure,
other VNs may also be affected if these VNs contain the VRs
hosted by the failed substrate node—this is referred to as a
dependent VR failure.

There are several factors that may affect the total cost of
selecting S-VRs for all VNs with single VR failures: the
number of S-VRs provided for each VN, the number of VR
failures for different VNs, and the restriction on the amount
of S-VRs (hi) can be selected from a common substrate node.
Thus, we created a set of scenarios (see Table IV) to study
the impact of these factors on the optimal selection for each
topology. Note that the number of VR failures can be equal
up to the total number of VNs. This is possible when there
is a substrate node failure that affects every virtual network.
We initially provisioned 10 VNs randomly (before any failure)
on the substrate network; each VN was independent from the
others in terms of failures and S-VR availability.

Recall that the objective (11) consists of two cost types
weighted by two primary weight parameters. In this study,
we assumed each VR had enough virtual interfaces, and the
virtual interfaces were homogeneous, so τ j,fi = 0, and ηj,fj,m,k
equaled to a constant η. Hence, Type-II was the major cost,
and we considered the geolocation as the main factor; in other
words, wb1 = 1 and wb2 = 0.

Table V presents groups of values that we used for each set
of weight parameters to study the impact of the optimal S-VR
selection under various weight combinations. Details on the
impact of each weight combination will be discussed in the
next subsection. In our study, T = 0.8 for all scenarios.

In the rest of this section, we first present a study on the
impact of wa in (13), and then discuss the S-VR selection
with respect to the independent VR failures and dependent VR
failures, successively. Since the VNs were randomly created
initially, and the failed VR and S-VRs within each VN were
randomly determined, we repeated 10 independent runs for
each case, and computed the 95% confidence interval (95% CI)

TABLE V: Weight Parameters

Dominant Primary Secondary Third
Criteria wθ1 wθ2 wb1 wb2 wa1 wa2

0 1 1 0 0 1
0 1 1 0 0.2 0.8

Type-II 0 1 1 0 0.5 0.5
(Geolocation) 0 1 1 0 0.8 0.2

0 1 1 0 1 0
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Fig. 3: Impact of wa (Abilene Network): 4 S-VRs per VN

for the normalized overhead of the heuristic over the optimal
solution from the optimization model. The optimization model
was solved to optimality using CPLEX (version 12.5.1.0)—
this solution will be referred to as the optimal solution. The
heuristic algorithm was implemented in Python 2.7.

B. Impact of wa
To study the impact of wa, we set π = 0. Since we already

assumed ηj,fi,m,k = η, and wb = 〈1, 0〉, the geolocation was
the main factor to Type-II cost. Intuitively, when a VR failure
occurs, we may select an S-VR that is closest to the failed VR
(wa = 〈1,0〉); or select an S-VR that has a minimum average
distance to the failed VR’s neighbors in the VN (wa = 〈0,1〉).
The rest of the sets of wa considered a joint impact of the two
intuitive cases, as shown in Table V.

We used the 12-node, 15-link Abilene substrate network
where 10 VNs were provisioned to illustrate the impact of
wa, and assigned hi = 1 or 3 (as shown in Fig. 3 ).

For hi = 1, the heuristic may not have a feasible selection
except for a small number of failures (e.g., five failures as
shown in Fig. 3(a)). In general, the normalized overhead of the
heuristic over the optimal selection increased as the number of
failures increased. By looking at the 95% CI of the normalized
overhead for each wa, under a feasible solution, the heuristic
performed as well as the optimal selection for four failures
or less. Thus, when the substrate node has a restriction for
actively provisioning multiple S-VRs for VR failure recovery,
the heuristic may have a high overhead. On the other hand, in
this scenario, as we increased the portion of wa2 (e.g., wa2 >
0.5), the heuristic had more feasible solutions than the cases
with wa2 ≤ 0.5.

When a substrate node was able to support multiple S-VRs
(i.e., hi = 3), the heuristic has a feasible selection for up to
10 failures (Fig. 3(b)). In general, the normalized overhead
is less than about 15% for all five combinations of wa that
we have tested. Although the normalized overhead increased
as the number of failures raised, for wa = 〈0, 1〉 and wa =
〈0.2, 0.8〉, the normalized overhead was less than 3%. We also
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Fig. 4: Abilene: Independent VR Failures (Objective Value)
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(b) Six S-VRs per VN

Fig. 5: Abilene: Independent VR Failures (λ = 0, π = 1)

observed that for wa = 〈0.5, 0.5〉, the normalized overhead
was higher than the rest of the four combinations of wa, so it
is better to consider one type of connectivity as the primary
cost, which is the distance to either the failed VR or to its
neighbors.

From the discussion above, wa = 〈0.2, 0.8〉 and wa = 〈0, 1〉
were found to be two proper weights for use in (13), as the
normalized overhead is more consistent when the number of
failures increased, and the swing of the 95% CI was small.
In the rest of our discussion, we used wa = 〈0.2, 0.8〉, along
with the variations of λ and π.

In the above and in the rest of the paper, we present
our results as the normalized cost overhead comparing the
heuristic and the optimal solution. In Fig. 4(a) and Fig. 4(b)
corresponding to λ = 1 and λ = 0, the actual objective
function values are plotted. As anticipated, the optimal cost
increases significantly as the number of failures increases,
while it is easy to see that the cost difference is more
pronounced between the heuristic and the optimal solutions
when λ = 0, i.e., when the goal is purely load balancing on
the residual capacity at substrate nodes.

C. Independent Virtual Router Failures

An independent VR failure defines a VR failure such as
the one caused by a software failure within the VR; it is
assumed that this failure in a VN does not affect other
VNs. In this section, we present normalized overhead of a
heuristic over optimal S-VR selection for Abilene, Nobel-EU,
and Germany50 topologies.

1) Abilene Topology: If λ = 0 and π = 1, the goal is
to purely balance residual bandwidth. When hi = 1, the
heuristic did not result in a feasible solution when there
were many failures (six in Fig. 5(a) and eight in Fig. 5(b)).
Thus, under a limited resource provisioning capability on the
substrate network, reserving more S-VRs for each VN is good
for the heuristic to find a feasible solution. However, only
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Fig. 6: Abilene: Independent VR Failures (λ = 0.02, π = 0.98)

0 2 4 6 8 10
0

5

10

15

20
Abilene:Number of S−VRs in Each VN: 4

# of VNs with Single−VR Failures

N
o
rm

a
liz

e
d
 O

v
e
rh

e
a
d
 (

%
)

 

 

h
i
=1

h
i
=3

h
i
=5

(a) Four S-VRs per VN

0 2 4 6 8 10
0

5

10

15

20
Abilene:Number of S−VRs in Each VN: 6

# of VNs with Single−VR Failures

N
o
rm

a
liz

e
d
 O

v
e
rh

e
a
d
 (

%
)

 

 

h
i
=1

h
i
=3

h
i
=5

(b) Six S-VRs per VN

Fig. 7: Abilene: Independent VR Failures (λ = 1, π = 0)

increasing the number of reserved S-VRs for each VN is
not sufficient. For hi = 1, the normalized overhead of a
heuristic over optimal was still high with a large number of
failures, and the width of a 95% confidence interval was high
as well. Thus, increasing hi can help to reduce the normalized
overhead. In Fig. 5(a), if we increased hi from 1 to 3 at five
failures, the 95% CI was reduced from (36.67 ± 25.15)% to
(20.40± 12.54)%.

For λ = 0.02 and π = 0.98, the objective is a composite
of minimum cost selection and residual bandwidth balancing,
but the latter is still the dominant objective. Compared with
Fig. 5(a), at 10 failures, Fig. 6(a) shows that when we slightly
increased λ from 0, given hi ≥ 3, the normalized overhead’s
CI was reduced from (37.75 ± 7.83)% to (19.58 ± 9.16)%.
Fig. 6(b) presents a similar behavior.

For λ = 1 and π = 0 (see Fig. 7), the goal is purely a
minimum cost selection. The normalized overhead was high
when hi = 1, and it was close to 0% when hi ≥ 3.

2) Nobel-EU Topology: For Nobel-EU topology, we varied
the number of S-VRs for each scenario from 6 to 14, and
we present the result for 10 S-VRs per VN, which not only
allowed customers to request VNs with a maximum 18 VRs,
but also provided a proper amount of candidate S-VRs for
each VN. This way, based on our discussion on the feasibility
of a heuristic algorithm, we can always find both a feasible
heuristic and an optimal S-VR selection.

Fig. 8 presents the 95% CI of normalized overhead when
〈λ, π〉 was 〈0, 1〉, 〈0.2, 0.98〉, and 〈1, 0〉, respectively. We
observed that when the proper size of the candidate S-VR
set was provided, hi was no longer a critical constraint
reflected by the overlapping of the 95% CIs for a different
hi. For π = 1, the optimal selection aimed to balance the
residual bandwidth utilization over the substrate nodes, and
both heuristic and optimal selection tended to spread out the
selected S-VR to different geographical locations across the
whole substrate network.

When we increased λ slightly (see Fig. 8(b)), the minimum
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(b) λ = 0.02, π = 0.98, wa = 〈0.2,0.8〉
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(c) λ = 1, π = 0,wa = 〈0.2,0.8〉

Fig. 8: Independent Failures in Nobel-EU Topology
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(b) λ = 0.02, π = 0.98, wa = 〈0.2,0.8〉

0 2 4 6 8 10
0

10

20

30

40
Germany:Number of S−VRs in Each VN: 16

# of VNs with Single−VR Failures

N
o
rm

a
liz

e
d
 O

v
e
rh

e
a
d
 (

%
)

 

 

h
i
=1

h
i
=3

h
i
=5

(c) λ = 1, π = 0, wa = 〈0.2,0.8〉

Fig. 9: Independent Failures in Germany50 Topology

cost selection objective helped reduce the normalized overhead
at a constant level for more than three failures. For λ = 1,
higher value of hi still showed advantages (see Fig. 8(c)) as
the selected S-VRs from multiple VNs with a VR failure can
be provisioned from a common substrate node that minimized
Type-II cost.

3) Germany50 Topology: For Germany50 topology, we
varied the number of S-VRs per VN from 12 to 24. We report
the 95% CI of the normalized overhead in Fig. 9, where each
VN had 16 S-VRs provided.

When we varied hi and the number of failures, we found
from Fig. 9(a) ∼ Fig. 9(c), a similar behavior on the normal-
ized overhead as the Nobel-EU topology. When we increased
hi for the case of π = 1, the normalized overhead plots were
entirely overlapped, except for the case with the large amount
of failures, i.e., 10 failures for hi = 1 in Fig. 9(a).

D. Dependent Virtual Router Failure

Substrate node failures have critical impacts on the virtual
networks. For instance, when a substrate node fails, which
could host VRs that belong to n VNs, this single substrate
node failure affects services in n VNs at the same time. Hence,
it is important to restore the failures in the VNs by quickly
selecting proper S-VRs. Table VI presents the 95% CI of the
normalized overhead for a different size of the S-VR set, given
that 〈λ, π〉 was 〈1, 0〉, 〈0, 1〉 and 〈0.02, 0.98〉, respectively.

For λ = 1 and π = 0, the S-VR selection does not consider
the residual bandwidth balancing on the substrate at all. In
other words, it allocates as many S-VRs as possible to a
substrate node as long as the bandwidth utilization on that
node does not exceed threshold T (= 0.8). For the optimal
selection, t = 0.8., whereas it was 0.017 for λ = 0 and π = 1.
If we increased λ to be slightly greater than 0 (λ = 0.02), the
normalized overhead was reduced, and the t was about 0.021,
close to 0.015.

TABLE VI: Normalized Overhead for Germany50 (hi = 3)

〈λ, π〉 Size of S-VR set 95% CI of Normalized Overhead
12 (11.87± 6.39)%

〈0, 1〉 18 (16.61± 7.20)%
24 (18.80± 4.96)%
12 (6.11± 4.34)%

〈0.02, 0.98〉 18 (6.60± 1.78)%
24 (5.30± 1.43)%
12 (2.54± 2.46)%

〈1, 0〉 18 (1.89± 0.81)%
24 (1.64± 0.68)%

To compare the computation time of the heuristic and the
optimal selection, we created 30 VNs provisioned over the
Germany50 topology, and allocated 25 S-VRs for each VN
for restricted standby provisioning. It took the heuristic 6.1%
to 81.0% less computing time to find a solution compared to
solving the optimization model exactly (Table VII), as wa1
was increased from 0 to 1. This is an important consideration
in that reducing the selection time also helps to restore the
network faster, thus minimizing the impact on the transient
behavior. Thus, the time advantage of the heuristic in many
cases is a desirable trait. The cost overhead, on the other hand,
varies noticeably depending on the weight parameters. We can
see that the cost overhead can be reduced by adjusting the
value of λ and π. For instance, when λ was increased from
0 to 0.02, the normalized overhead was reduced from 14.5%
to 14.0%. When λ = 0.02, the maximum residual bandwidth
utilization on the substate nodes was 0.0145 for the optimal
selection, and 0.0181 for the heuristic.

TABLE VII: Germany50: Computation Time (hi = 8) (time in sec.)

〈λ, π〉 Computation Time Objective
Optimal heuristic Optimal Heuristic

〈1, 0〉 0.200 0.038 23.723 24.230
〈0.02, 0.98〉 1.110 0.562 0.491 0.562
〈0, 1〉 0.870 0.817 0.010 0.014



E. Observations

The key observations are summarized below.

• A small substrate network has limitations on provisioning
enough S-VRs for each VN; this restriction causes high
overhead for the heuristic selection, especially in cases of
a large amount of concurrent VR failures. If the provider
allocates the proper amount of S-VRs for each VN, the
overhead of applying the heuristic can be reduced to less
than 5% (on average) compared to the optimal solution. In
other words, the heuristic is well suited for large substrate
networks to dynamically restore VR failures in VNs.

• For independent failures, the failed VRs are usually from
different locations. Thus, increasing λ can help improve
the performance of the heuristic selection.

• For dependent failures, setting λ = 1 increases the
residual bandwidth utilization on one or more particular
substrate nodes if they host multiple selected S-VRs for
different VNs. When π is dominant, slightly increasing
λ can still achieve residual bandwidth balancing among
the substrate nodes and reduce the normalized overhead
of using the heuristic significantly.

IV. RELATED WORK

Most of the current work on network virtualization focus on
virtual network embedding or survivability [4]–[8]. Restora-
tion from a link failure in a substrate network has been studied
[9]. However, there is little work on optimal reconfiguration
for virtual network restoration after a VR failure(s).

DaVinci [10] proposed a dynamic network reconfiguration
framework that can periodically reallocate the bandwidth for
multiple virtual networks, but it does not address the node
reallocation or restoration problem. The paper [11] studied
dynamically assigning resources to virtual networks. It uses
the term stress to represent the number of virtual nodes or links
that share the same substrate nodes or links. For example, a
substrate node A’s stress is the number of virtual nodes it hosts.
The authors in [11] use node stress ratio to evaluate the node
assignment. Ideally the node stress ratio is expected to be 1 at
the optimal solution. In their work, dynamic reconfiguration
has been briefly discussed. The reconfiguration cost was
defined as a weighted summation of the reconfiguration rate,
node and path switching rates.

There are several research network infrastructures [2], [12]–
[15] that support building network virtualization testbeds. In
[1], an experimental study on dynamic reconfiguration in a
virtualized networking environment using autonomic manage-
ment on the GpENI [2] inter-continental testbed was explored.
It was found that reconfiguration with autonomic management
is practically possible in a wide-area network. A geographical
distance as a metric was used for selecting an S-VR, and the
work tested single VR failure in a single virtual network on
the GpENI experimental testbed. The scope of this work is to
develop a robust optimal selection scheme that can be used
in a virtual network environment such as GpENI for dynamic
reconfiguration.

V. CONCLUSION AND FUTURE WORK

Dynamic network virtualization becomes flexible and effi-
cient in a virtualized network environment, especially with a
centralized control system that has the capability to allocate
substrate resources during the virtual network creation or
reconfiguration. In this paper, we presented an optimization
model and a heuristic to dynamically select optimal S-VRs to
restore single VR failures occurring in multiple VNs.

The proposed optimization model considers a composite
objective of minimum cost selection and balancing of residual
bandwidth. The minimum cost selection objective consists
of two cost functions from the operation and connectivity
aspects, respectively. In this work, we considered the virtual
interfaces to be homogenous, and studied the impact to the
S-VR selection under a number of factors on three topologies,
such as the number of concurrent virtual router failures, the
capability of supporting S-VRs on a substrate node (hi), and
the number of S-VRs provided for each VN. Based on the
origin of the VR failure, we categorized the VR failures to
be either independent or dependent failures. Compared to the
optimal S-VR selection, we found that the heuristic has low
overhead when the substrate nodes have the capability to
support more than one S-VR in service, and each VN was
provided a proper number of S-VRs.
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