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#### Abstract

In ICICS'04, Sim et al. proposed an attack against the full version of Ha-Moon's countermeasure which is one of enhanced countermeasures. The analysis technique is based on the fact that the probability for the appearance of an intermediate value is $p=1 / 2$. By our simulations, however, it is proven to be not true. Thus sometimes the output of their attack might be wrong because there exists the case that the probability $p$ is so small that they can make a wrong decision. In this paper we repair the above attack, and then propose a generic analytical technique applicable to all BSD type countermeasures combined with some simple power analysis countermeasures. In order to show that the proposed attack is as practical as the usual differential power analysis (DPA), we estimate the number of samples and computational cost. Furthermore, we enhance the proposed attack in two ways such that it works against right-to-left algorithm in a simpler and more efficient way, and also works against one combined with an extra DPA countermeasure.
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## 1 Introduction

Mobile devices such as smart cards, mobile phones, and handheld computers are penetrating in our daily life in order for us to be convenient. Since mobile devices are equipped with scarce resources only, cryptographic algorithms on them should be optimized. Above all, elliptic curve cryptosystems (ECC) [13, 17] are suitable for implementing on such devices because of the reduced key size required in comparison to other cryptosystems (e.g. a 160-bit ECC has almost the same security as a 1024 -bit RSA).

On the other hand, side channel attacks (SCA) have been recognized as menaces to ECC. In SCA, an attacker observes side channel information such as computation timing, power consumption, and electro-magnetic radiation while a cryptographic device performs cryptographic operations, then analyzes the information for revealing the secret stored in the device [12]. Thus constructing an efficient scalar multiplication method which is secure against SCA and analyzing its security are important research topics [3, 10, 26].

For this purpose, many countermeasures against SCA have been proposed. In particular, a popular type of countermeasures is based on inserting random decisions when choosing one representation among several different representations for the same secret scalar. For instance, it includes Oswald-Aigner countermeasure [20], Ha-Moon countermeasure [8], Ebeid-Hasan countermeasure [5], and the countermeasure of Agagliate et al. [1], which are based on randomized Binary Signed Digit (BSD) representations. Moreover, this type of countermeasures on ECC provides us with good performance/efficiency. We call countermeasures using BSD representations BSD type countermeasure ${ }^{4}$.

Whereas many BSD type countermeasures were proposed, most of them have been broken by many sophisticated simple power analysis (SPA) if we use them as a single countermeasure against SCA [23, 14, 21, 9, 25].

A possible approach to resist the sophisticated SPAs is to combine BSD type countermeasures with an SPA countermeasure using a fixed procedure such as Coron's dummy method [4] or Montgomery ladder methods [19, 22]. An example of BSD type combined with an SPA countermeasure is the full version of HaMoon's method [8] composed of a random recoding method and an SPA-immune algorithm using dummy operations. Unfortunately, the full version of Ha-Moon's method has been analyzed by two different methods [6,24]. The attacks utilize a characteristic of BSD representations generated by a specific random recoding method. Thus, the attacks are ad-hoc in the sense that it is tailored specifically to Ha-Moon's countermeasure. If the target countermeasure is changed from HaMoon's countermeasure then the characteristic is also changed. Thus, it is not clear whether the attacks can be applicable to the other BSD type countermeasures or not.

### 1.1 Contributions of This Paper

The proposed attack can break the combined countermeasures without knowledge for the appearance probability of an intermediate point in advance, i.e., it is independent of a random recoding method. Therefore, the proposed attack is applicable to not only Ha-Moon's countermeasure but also all BSD type countermeasures under reasonable assumptions. Moreover, to reduce the unwanted noise in power signals, we use a model of the signal-to-noise ratio (SNR) for "Zero Exponent Multiple Data" (ZEMD) [15]. In this model, the role of the

[^0]number of samples used in the ZEMD attack is very important. In this paper, we show how many number of samples are required to obtain the same height of peaks as the ordinary ZEMD attack on unprotected algorithms. From our simulations, we deduce that the proposed attack is as practical as the ordinary ZEMD attack.

In this paper, we propose analysis techniques against the following three targets.

Target 1. The BSD type countermeasures combined with an SPA countermeasure using a fixed procedure such as Coron's dummy method [4] or Montgomery ladder methods [19, 22]. An example of SPA countermeasure is the following Addition-Subtraction_Always method.

```
Addition-Subtraction_Always method
INPUT A point \(P\), and \(k=\sum_{j=0}^{n-1} k_{j} 2^{j}, k_{j} \in\{0,1\}\)
    \(d=\sum_{j=0}^{n} d_{j} 2^{j}, d_{j} \in\{-1,0,1\}\), where \(d\) is a recoded number of \(k\)
OUTPUT \(Q=d P\)
1. \(Q[0] \leftarrow \mathcal{O}, R[0] \leftarrow P, R[1] \leftarrow P, R[2] \leftarrow-P\)
    2. for \(j=n\) downto 0
    2.1. \(Q[0] \leftarrow \operatorname{ECDBL}(Q[0])\)
    2.2. \(Q[1] \leftarrow \operatorname{ECADD}\left(Q[0], R\left[1-d_{j}\right]\right)\)
    2.3. \(Q[0] \leftarrow Q\left[\left|d_{j}\right|\right]\)
    3. Return \(Q[0]\)
```

Target 2. The BSD type countermeasures combined with a DPA countermeasure using randomized point representation methods such as Coron's third method called randomized projective coordinates [4] and random isomorphism methods [11].
Target 3. The BSD type countermeasures using right-to-left computations.
This paper is organized as follows. In the next section, we introduce some tools for power analysis. In Section 3 we propose a generic attack against Target 1 and show simulation results. In Section 4, we enhance the proposed attack in two ways: against Target 2 and Target 3. In Section 5 we show a comparison of attacks against BSD type countermeasures. Finally, we conclude in Section 6.

## 2 Tools for Power analysis

To construct an attack against BSD type combined with an SPA countermeasure, we introduce two concepts; discernment point and signal-to-noise ratio.

### 2.1 Discernment Point in ZEMD Attack

In this subsection, we introduce the concept of discernment point. A ZEMD attack utilizes a correlation between power consumption and any specific keydependent bits. In view of ZEMD attack, the three following assumptions support the success of ZEMD attack.
(i) A point that its appearance in the middle of computing provides the attacker with information of (a portion of) the secret key exists. Such a point is referred to as discernment point.
(ii) A coordinate of the discernment point is computable or predictable with purposive probability for the attacker.
(iii) The attacker can discern whether the discernment point appears or not using side channel information.

The attacker succeeds in ZEMD attack under the three assumptions.
(1) The attacker classifies input points into two classes depending on the coordinate of the discernment point. ((i) provides the existence of a discernment point, and (ii) provides the attacker's capability of classifying.)
(2) The attacker collects side channel information, and discerns whether the discernment point appears or not. ((iii) provides the attacker's capability of discerning.)
(3) The attacker reveals a portion of the secret key using the (dis)appearance of the discernment point. ((i) provides the attacker's capability of revealing.)

Now, we simply describe a ZEMD attack against SPA-protected DoubleAdd_Always method by using the above concept of the discernment point.

```
Double-Add_Always method
INPUT A point \(P\), and \(k=\sum_{j=0}^{n-1} k_{j} 2^{j}, k_{j} \in\{0,1\}\)
\(\frac{\text { OUTPUT } Q=k P}{\text { 1. } Q[0] \leftarrow P}\)
    2. for \(j=n-2\) downto 0
        2.1. \(Q[0] \leftarrow \operatorname{ECDBL}(Q[0])\)
        2.2. \(Q[1] \leftarrow \operatorname{ECADD}(Q[0], P)\)
        2.3. \(Q[0] \leftarrow Q\left[k_{i}\right]\)
    3. Return \(Q[0]\)
```

An intermediate point which is actually calculated at the step 2.1 after $j=i$ bit $\left(k_{i}\right)$ calculation in Double-Add_Always method is as follows;

$$
-\left(\sum_{j=i+1}^{n-1} k_{j} 2^{j-i+1}\right) \cdot P \text { if } k_{i}=0, \text { and }\left(\sum_{j=i+1}^{n-1} k_{j} 2^{j-i+1}+2\right) \cdot P, \text { if } k_{i}=1
$$

Thus the discernment point used in the ZEMD attack on Double-Add_Always method can be one of $\left(\sum_{j=i+1}^{n-1} k_{j} 2^{j-i+1}\right) \cdot P$ and $\left(\sum_{j=i+1}^{n-1} k_{j} 2^{j-i+1}+2\right) \cdot P$.

### 2.2 Signal-to-Noise Ratio

We introduce the concept of signal-to-noise ratio (SNR) in order to estimate the required number of samples. A successful ZEMD attack requires that an attacker can detect the signal over the noise. To reduce the unwanted noise in the power signal, Messerges et al. used filtering strategies [16]. They proposed a model for the ZEMD signal-to-noise ratio.

Proposition 1 ([16]). A ZEMD attack using $R$ samples on an $M$-bit processor in Double-Add_Always method, with signal size $\varepsilon$, average nonalgorithmic noise variance $\sigma^{2}$, and percentage of algorithmic noise $\alpha$, has a voltage intrasignal SNR that can be modeled by

$$
\begin{equation*}
S N R=\frac{\varepsilon \sqrt{R}}{\sqrt{8 \sigma^{2}+\varepsilon^{2}(\alpha M+M-1)}} \tag{1}
\end{equation*}
$$

## 3 Proposed Attack

In this section, we propose a novel ZEMD attack algorithm against Target 1 and show the results of simulation. (The proofs of several propositions may be found in appendix.)

### 3.1 Notations

Let $k=\sum_{j=0}^{n-1} k_{j} 2^{j}$ with $k_{j} \in\{0,1\}$ be the $n$-bit binary secret key and $d=$ $\sum_{j=0}^{n} d_{j} 2^{j}$ with $d_{j} \in\{-1,0,1\}$ be the $(n+1)$-bit random recoded number generated from $k$ by a random recoding method. Note that $k$ and $d$ are obviously the same number, even though their representations differ. Let $k_{\left[s_{1}, t_{1}\right]}$ and $d_{\left[s_{1}, t_{1}\right]}$ denote partial bits from the $s_{1}$-th bit to the $t_{1}$-th bit of $k$ and $d$, respectively. Namely $k_{\left[s_{1}, t_{1}\right]}:=\sum_{j=s_{1}}^{t_{1}} k_{j} 2^{j-s_{1}}$ and $d_{\left[s_{2}, t_{2}\right]}:=\sum_{j=s_{2}}^{t_{2}} d_{j} 2^{j-s_{2}}$. Here, $0 \leq s_{1} \leq t_{1} \leq n-1$ and $0 \leq s_{2} \leq t_{2} \leq n$.
$-R$ : The number of executions that an attacker observes, i.e., the number of samples.

- $R^{S}$ : The smallest number of executions to detect the signal over the noise in SNR formula (1) against Double_Add_Always method. If $R$ is chosen as $R \geq R^{\mathcal{S}}$ then an attacker can break Double_Add_Always method.
- $R^{\overline{\mathcal{M}}}$ : The maximum number of execution which an attacker can use in a ZEMD attack. Note that $R^{\mathcal{M}}$ depends on the computational power of an attacker. By the definition, $R^{\mathcal{M}} \geq R$.
- $P_{r}$ : For $1 \leq r \leq R$, the $r$-th input point into Addition-Subtraction_Always method.
- IP $P_{r}^{i}$ : The intermediate point which is actually calculated at the step 2.1 after $j=i$ bit $\left(k_{i}\right)$ calculation for the $r$-th input point into Addition-Subtraction _Always method.
- $p$ : The appearance probability of a discernment point after the calculation for $k_{i}$, i.e., $p:=\operatorname{Pr}\left[D P_{r}^{i}=I P_{r}^{i}\right]^{1 \leq r \leq R}$ during $R$ executions. Note that the probability depends on the secret key and a random recoding method used in BSD type countermeasures.


### 3.2 SNR for Probabilistic Appearance of Discernment Point

As Addition-Subtraction_Always method uses randomized BSD representations, the size of signals may decrease due to probabilistic appearance of discernment
points. Thus the SNR model for BSD type countermeasure should be modified as follows:

Proposition 2. Assume that the computational environment is the same as Proposition 1. If the appearance probability of a discernment point is $p$, then the signal-to-noise ratio is

$$
\begin{equation*}
S N R=\frac{\varepsilon p \sqrt{R}}{\sqrt{8 \sigma^{2}+\varepsilon^{2}(\alpha M+M-p)}} . \tag{2}
\end{equation*}
$$

Thus the SNR is approximately p times larger than the original. In other words, in order to obtain the same $S N R$ as the original, the required samples are $p^{-2}$ times larger than the original.

Remark 1. Since the required number of samples $R$ is determined by the probability $p$, if $p^{-2} R$ is bigger than $R^{\mathcal{M}}$ or less than $R^{\mathcal{S}}$, then he/she may not obtain a useful signal over the noise even if the attacker's guess was right.

### 3.3 Properties of all BSD type Countermeasures

In all BSD type countermeasures we justify that the following property is satisfied, i.e. the consequence of the following proposition does not depend on the choice of a recoding technique.

Proposition 3. $d_{[i, n]}$ is either $k_{[i, n-1]}$ or $k_{[i, n-1]}+1$.
From Proposition 3, we can obtain a relation between the $i$-th bit $k_{i}$ of secret key and intermediate point $\left(I P_{r}^{i}\right)$.

## Observation 1.

$\begin{array}{lll}I P_{r}^{i}=\left(2^{2} \cdot k_{[i+1, n-1]}\right) \cdot P_{r} & \text { or } \quad\left(2^{2} \cdot k_{[i+1, n-1]}+2 \cdot 1\right) \cdot P_{r}, & \text { if } k_{i}=0 ; \\ I P_{r}^{i}=\left(2^{2} \cdot k_{[i+1, n-1]}+2 \cdot 1\right) \cdot P_{r} & \text { or } \quad\left(2^{2} \cdot k_{[i+1, n-1]}+2 \cdot 2\right) \cdot P_{r}, & \text { if } k_{i}=1 .\end{array}$
Thus we can see that there are three kinds of intermediate points. The intermediate point $I P_{r}^{i}=\left(2^{2} \cdot k_{[i+1, n-1]}\right) \cdot P_{r}$ only appears in the case of $k_{i}=0$, and $I P_{r}^{i}=\left(2^{2} \cdot k_{[i+1, n-1]}+2 \cdot 2\right) \cdot P_{r}$ only appears in the case of $k_{i}=1$. But $I P_{r}^{i}=\left(2^{2} \cdot k_{[i+1, n-1]}+2 \cdot 1\right) \cdot P_{r}$ is related to both $k_{i}=0$ and $k_{i}=1$.

The above observation helps us to determine a discernment point $D P_{r}^{i}$ to recover $k_{i}$. We concretely describe how to determine discernment points in the next section.

### 3.4 Proposed Attack

Before formally describing our analytical framework, we will make some assumptions more precisely. Our analysis depends on the following assumptions:

Assumption 1. (1) We assume that the scalar multiplication in Target 1 utilizes a left-to-right computation, i.e., the secret key is scanned from the most significant bit.
(2) We can repeatedly obtain the measurement of power consumption at the device for the fixed secret key $k$.
(3) Suppose an attacker already knows the highest bits $k_{n-1}, \ldots, k_{i+1}$ of the secret key $k$. The attacker will try to recover the next bit $k_{i}$ with the ordinary ZEMD attack. Assume the attacker first uses $\left(2^{2} \cdot k_{[i+1, n-1]}\right) \cdot P_{r}$ as the discernment point to check $k_{i}=0$.

The second assumption is reasonable. For some elliptic curve schemes, collecting power signals for the fixed secret key may be impossible, like the signature generation of ECDSA. However, some other schemes like ECDH are possible. We can then obtain the following result under Assumption 1.

Proposition 4. If the appearance probability of the discernment point for the target bit $k_{i}$ is $p(\neq 0)$, the use of $p^{-2} R^{\mathcal{S}}$ samples enables the attacker to recover $k_{i} ; k_{i}=0$ if an appreciable peak occurs, or $k_{i}=1$ if not.

By Proposition 4, if the attacker uses $R$ samples such that $R \geq p^{-2} R^{\mathcal{S}}$ then he/she can recover $k_{i}$. But, there are two cases that the attacker can not find any appreciable peak over noise in the ordinary ZEMD attack, even though his/her guess is right.

Problem 1: The case of the probability $p=0$. Namely, $I P_{r}^{i}=\left(2^{2} \cdot k_{[i+1, n-1]}+\right.$ $2 \cdot 1) \cdot P_{r}$ always occurs during $R$ executions. Thus the attacker may confuse whether $k_{i}$ is 0 or not.
Problem 2: The case that the probability $p$ is so small such that $R=p^{-2} R^{\mathcal{S}}>$ $R^{\mathcal{M}}$. It implies the attacker can't use $R=p^{-2} R^{\mathcal{S}}$ samples to determine $k_{i}$.

Furthermore, there is one more problem that it is difficult for the attacker to predict the probability $p$ in advance because the probability depends on the secret key and the used recoding method. Thus he/she can not determine the exact number of sample $R$ such that $R \geq p^{-2} R^{\mathcal{S}}$.

Remark 2. In [24], Sim et al. assumed that the appearance probability of an intermediate point is always $1 / 2$ (i.e., $p=1 / 2$ ) because of a random bit. So, they mentioned that the required number of samples should be doubled in order to detect the same height of peaks as that of the ordinary ZEMD attack on unprotected scalar multiplication algorithms. Unfortunately, the assumption is not always true. Actually, the probability depends on both the used random recoding method and the secret scalar. Thus, their attack is not practical in the sense of the number of samples.

We now describe how to solve these problems. Let us assume that we always use the maximum number of samples $R^{\mathcal{M}}$ to recover $k_{i}$, i.e. $R=R^{\mathcal{M}}$. Then the smallest probability $p$ that we can recognize appreciable peaks is $\sqrt{\frac{R^{\mathcal{S}}}{R^{\mathcal{M}}}}$
by Proposition 2. Let the smallest appearance probability $p=\sqrt{\frac{R^{\mathcal{S}}}{R^{\mathcal{M}}}}$ that an attacker can detect peaks be denoted as $\mathcal{L B}$, i.e., it means a lower bound of the appearance probability. In other words, $p \geq \mathcal{L B}$ is equivalent to $R^{\mathcal{M}} \geq p^{-2} R^{\mathcal{S}}$, that is, the number of used samples $R^{\mathcal{M}}$ is enough to detect some useful peak in the obtained power consumption signal. (Note that $\mathcal{L B}$ depends on the ability of an attacker because the capability to obtain $R^{\mathcal{M}}$ differs each.) From Observation 1 , we can construct a new attack strategy as follows.

## The attack method by one bit guess:

Assumption: We always use $R^{\mathcal{M}}$ samples, i.e., $R=R^{\mathcal{M}}$.
Step 1: Use the discernment point $D P_{r}^{i}=\left(2^{2} \cdot k_{[i+1, n-1]}\right) \cdot P_{r}$. If some useful peaks appear over noise in SNR , i.e., $p \geq \mathcal{L B}$, then output $k_{i}=0$
Step 2: Else, use another $D P_{r}^{i}=\left(2^{2} \cdot k_{[i+1, n-1]}+2 \cdot 2\right) \cdot P_{r}$. If some useful peaks appear over noise in SNR , i.e., $p \geq \mathcal{L B}$, then output $k_{i}=1$.
Step 3: Otherwise, we can not determine whether $k_{i}$ is 0 or not because $I P_{r}^{i}=$ $\left(2^{2} \cdot k_{[i+1, n-1]}+2 \cdot 1\right) \cdot P_{r}$ is operated with high probability.
We now solve the case that $k_{i}$ is not determined in Step 3. Assume that we guess more bits instead of one bit in the above attack. For simplicity, we explain the case of two bits guess. For all $\left(k_{i} k_{i-1}\right)_{2}$, the intermediate point $I P_{r}^{i-1}$ is as follows:

## Observation 2.

$$
\begin{array}{ll}
I P_{r}^{i-1}=\left(2^{3} \cdot k_{[i+1, n-1]}\right) \cdot P_{r} & \text { or }\left(2^{3} \cdot k_{[i+1, n-1]}+2 \cdot 1\right) \cdot P_{r}, \quad \text { if }\left(k_{i} k_{i-1}\right)_{2}=(00)_{2} \\
I P_{r}^{i-1}=\left(2^{3} \cdot k_{[i+1, n-1]}+2 \cdot 1\right) \cdot P_{r} & \text { or }\left(2^{3} \cdot k_{[i+1, n-1]}+2 \cdot 2\right) \cdot P_{r}, \quad \text { if }\left(k_{i} k_{i-1}\right)_{2}=(01)_{2} \\
I P_{r}^{i-1}=\left(2^{3} \cdot k_{[i+1, n-1]}+2 \cdot 2\right) \cdot P_{r} \quad \text { or }\left(2^{3} \cdot k_{[i+1, n-1]}+2 \cdot 3\right) \cdot P_{r}, \quad \text { if }\left(k_{i} k_{i-1}\right)_{2}=(10)_{2} \\
I P_{r}^{i-1}=\left(2^{3} \cdot k_{[i+1, n-1]}+2 \cdot 3\right) \cdot P_{r} \quad \text { or }\left(2^{3} \cdot k_{[i+1, n-1]}+2 \cdot 4\right) \cdot P_{r}, \quad \text { if }\left(k_{i} k_{i-1}\right)_{2}=(11)_{2}
\end{array}
$$

From the above observation, we can find some useful relations.
$-I P_{r}^{i-1}=\left(2^{3} \cdot k_{[i+1, n-1]}\right) \cdot P_{r}$ or $\left(2^{3} \cdot k_{[i+1, n-1]}+2 \cdot 4\right) \cdot P_{r}$ only appears in the case of $\left(k_{i} k_{i-1}\right)_{2}=(00)_{2}$ or $(11)_{2}$, respectively.

- If $I P_{r}^{i-1}=\left(2^{3} \cdot k_{[i+1, n-1]}+2 \cdot 1\right) \cdot P_{r}$ or $\left(2^{3} \cdot k_{[i+1, n-1]}+2 \cdot 3\right) \cdot P_{r}$ appears, then $k_{i}=0$ or 1 , respectively.

There is one more good relation; for example, if the appearance probabilities for both $D P_{r}^{i-1}=\left(2^{3} \cdot k_{[i+1, n-1]}+2 \cdot 1\right) \cdot P_{r}$ and $\left(2^{3} \cdot k_{[i+1, n-1]}+2 \cdot 2\right) \cdot P_{r}$ satisfy the condition i.e. $p \geq \mathcal{L B}$, then we can be convinced that $\left(k_{i} k_{i-1}\right)_{2}=$ $(01)_{2}$. More exactly, suppose an attacker uses $R^{\mathcal{M}}=9 R^{\mathcal{S}}$, i.e., $\mathcal{L B}=1 / 3$, and $p=0.6$ when $D P_{r}^{i-1}=\left(2^{3} \cdot k_{[i+1, n-1]}+2 \cdot 1\right) \cdot P_{r}$ and $p=0.4$ when $D P_{r}^{i-1}=\left(2^{3} \cdot k_{[i+1, n-1]}+2 \cdot 2\right) \cdot P_{r}$. Then he/she can detect $\left(k_{i} k_{i-1}\right)_{2}=(01)_{2}$ because these two probabilities $p, 0.6$ and 0.4 , are greater than $\mathcal{L B}=1 / 3$. By recursively processing the above way, we can recover the remaining bits.

### 3.5 Simulations

In this subsection, we estimate the maximum number of consecutive guess bits and the number of trial guess required in the proposed attack by computing the

Table 1. For a 160-bit secret key, the number of trial guess in the proposed ZEMD attack against BSD type countermeasures with SPA countermeasure depending on the ability to obtain $R^{\mathcal{M}}$

|  | $R^{\mathcal{M}}$ |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $2 R^{\mathcal{S}}$ | $5 R^{\mathcal{S}}$ | $10 R^{\mathcal{S}}$ | $20 R^{\mathcal{S}}$ | $50 R^{\mathcal{S}}$ | $100 R^{\mathcal{S}}$ |
| Ha-Moon [8] | 16484 | 2716 | 1987 | 1480 | 1019 | 868 |
| Ebeid-Hasan [5] | 1515 | 711 | 596 | 543 | 508 | 478 |
| Agagliate et al. [1] | 4004 | 2917 | 2915 | 2898 | 2896 | 2893 |

appearance probability of intermediate points in software written in C-language. We carried out simulations on the proposed attack applied to Ha-Moon's method, Ebeid-Hasan's method, and that of Agagliate et al. as follows.

1. Implement Ha-Moon's method, Ebeid-Hasan's method, and that of Agagliate et al. with Addition-Subtraction_Always method on typical microprocessors: Pentium IV/2GHz (32-bit $\mu \mathrm{P}$; Windows XP, MSVC).
2. For $i=1$ to 10,000 do

- Choose a 160 -bit scalar randomly.
- Obtain 10,000 random recoded numbers generated from the secret key by random recoding methods.
- Compute the appearance probability of two intermediate points for all bits using the given 10,000 random recoded numbers, that is, $\operatorname{Pr}\left[d_{[i, n]}=\right.$ $\left.k_{[i, n-1]}\right]$ and $\operatorname{Pr}\left[d_{[i, n]}=k_{[i, n-1]}+1\right]$.
- For each $\mathcal{L B}$, we recover the secret key by the proposed attack.
- From the result of the above step, count the maximum number of consecutive guess bits and the number of trial guess.

3. Compute the average of the maximum number of consecutive guess bits and the number of trial guess for each $\mathcal{L B}$. (i.e. sum of the maximum number of consecutive guess bits / 10,000 and sum of the number of trial guess $/ 10,000$ )

Table 1 shows the number of trial guess in the proposed ZEMD attack against BSD type countermeasures with Addition-Subtraction_Always method depending on the ability to obtain $R^{\mathcal{M}}$. The number of trial guess means the number of discernment points used in ZEMD attack. Note that since the original ZEMD attack requires one discernment point to recover one bit, the original ZEMD attack requires $n$ times trial guess for $n$-bit secret key.

Fig. 1 shows the required number of measurements to reveal the secret key depending on the computational power of the attacker (i.e. $\mathcal{L B}$ ). If an attacker has the capability of guessing consecutive 10 bits then, to obtain the same SNR as Proposition 1, the required samples are about $2 R^{\mathcal{S}}$ in Ha-Moon's countermeasure, $1.4 R^{\mathcal{S}}$ in Ebeid-Hasan's countermeasures, and $R^{\mathcal{S}}$ in Agagliate et al.'s countermeasure. In the case of Agagliate et al.'s countermeasure, we can recover the secret key with the same number of samples as the ordinary ZEMD attack.

From Fig. 1 and Table 1, we can derive the following conclusion. If we use $10 R^{\mathcal{S}}$ samples then $\mathcal{L B} \approx 0.32$. Thus we can determine the whole 160 -bits secret


Fig. 1. Relationship between the number of samples $R^{\mathcal{M}}$ and the maximum number of consecutive guess bits for a 160-bits secret key
key using 1987 trial guess before at most 10-bits consecutive guess in Ha-Moon's method, 596 trial guess before at most 7-bits consecutive guess in Ebeid-Hasan's method, and 2915 trial guess before at most 9-bits consecutive guess in Agagliate et al.'s method. From these observations, we can see that the proposed ZEMD is as practical as the ordinary ZEMD attack.

## 4 Enhancing the Proposed Attack

The proposed attack can be enhanced in two ways: (1) against right-to-left computation. (2) against BSD type countermeasure combined with a DPA countermeasure.

### 4.1 Attack for Right-to-Left Algorithm

The proposed attack is also applicable to right-to-left computation. In order to construct an attack against a right-to-left algorithm, we use the following property:
Proposition 5. $d_{[0, i]}$ is either $k_{[0, i]}$ or $k_{[0, i]}-2^{i+1}$.
Proposition 5 is easily derived from Proposition 3. We obtain the relation between $k_{i}$ and intermediate point $I P_{r}^{i}$. Here, $I P_{r}^{i}$ denotes the intermediate point which is actually calculated at ECADD after $j=i$ bit $\left(k_{i}\right)$ calculation for the $r$-th execution in a right-to-left version of Addition-Subtraction_Always method.

## Observation 3.

$$
\begin{array}{lll}
I P_{r}^{i}=\left(k_{[0, i-1]}+2^{i+1}\right) \cdot P_{r} & \text { or } \quad k_{[0, i-1]} \cdot P_{r}, & \text { if } k_{i}=0 \\
I P_{r}^{i}=\left(k_{[0, i-1]}+2^{i}+2^{i+1}\right) \cdot P_{r} & \text { or } \quad\left(k_{[0, i-1]}+2^{i}\right) \cdot P_{r}, & \text { if } k_{i}=1
\end{array}
$$

By above observation, the intermediate points for $k_{i}=0$ are totally different from those for $k_{i}=1$. Thus the proposed attack against right-to-left algorithms can use both cases of intermediate points for $k_{i}$ as the discernment point, e.g. the discernment point could be $\left(k_{[0, i-1]}+2^{i+1}\right) \cdot P_{r}$ or $k_{[0, i-1]} \cdot P_{r}$ to check $k_{i}=0$.

Proposition 6. In Right-to-Left algorithm, the number of try to detect secret key bit $k_{i}$ is at most two times. As there is no collision between intermediate points for $k_{i}=0$ and intermediate points for $k_{i}=1$, first we use IP $P_{r}^{i}=\left(k_{[0, i-1]}+\right.$ $\left.2^{i+1}\right) \cdot P_{r}$, if we detect useful peaks over noise with $S N R$ then $k_{i}$ is 0 . Otherwise, we try again with $I P_{r}^{i}=k_{[0, i-1]} \cdot P_{r}$. If we find useful peaks over noise with $S N R$ then $k_{i}$ is 0 , otherwise $k_{i}$ is 1 .

Therefore, the proposed attack against right-to-left algorithms can recover the secret key bit by bit as the similar to the ordinary ZEMD attack. Thus the proposed attack against a right-to-left algorithm is more simple and efficient than that against a left-to-right one.

Remark 3. Since Oswald-Aigner's method [20] is a right-to-left algorithm, it is very easily broken using the proposed attack against right-to-left algorithms.

### 4.2 RPA Attack

In this section, we discuss the security of BSD type countermeasures combined with a DPA countermeasure using randomized point representation methods.

In order to strengthen the security of BSD type countermeasures, the BSD type may further be combined with some DPA countermeasures using randomized point representation methods such as randomized projective coordinates [4] or random isomorphisms method [11] before scalar multiplications.

However, Goubin proposed the refined power analysis (RPA) using "special point" $(x, 0)$ and $(0, y)$ that cannot be randomized by randomized point representation techniques [7]. Thus the proposed attack can also break BSD type countermeasures combined with randomized point representation methods by using the "special point" as a discernment point.

Note that other notations and assumptions are the same as those in the previous sections with the exception of combining Addition-Subtraction_Always method with DPA countermeasure. We can then find two differences between DPA and RPA as follows:
SNR of RPA in the case using BSD type countermeasures: Similar to DPA on Addition-Subtraction_Always method described in Proposition 1 and 2, we propose a proposition which deals with SNR of RPA on Addition-Subtraction_Always method with the DPA countermeasure using randomized point representation.

Proposition 7. Assume that the computational environment is the same as Proposition 1. If the appearance probability of the "special" point $P_{0}$ is $p^{\prime}$, then the signal-to-noise ratio is

$$
\begin{equation*}
S N R=\frac{\varepsilon p^{\prime} M \sqrt{R}}{\sqrt{8 \sigma^{2}+\varepsilon^{2}\left(\alpha M+M-M p^{\prime}\right)}} \tag{3}
\end{equation*}
$$

Thus the $S N R$ is approximately $p^{\prime}$ times larger than the original $R P A$. In other words, in order to obtain the same $S N R$ as the original, the required samples are $p^{\prime-2}$ times larger than the original.

Note that the proof of it is similar to that of Proposition 2 and refer to the Theorem 3 in [16]. Actually, the appearance probability $p$ of the discernment point in the proposed ZEMD attack is exactly the same as the appearance probability $p^{\prime}$ of the "special" point $P_{0}$.

Remark 4. Proposition 7 shows that an attacker requires approximately $M^{-2} R$ samples to obtain the same SNR as Proposition 2 (for the proposed ZEMD attack).

Adaptively Chosen Data Attack: RPA is an adaptively chosen data attack. Since RPA requires the special point for detecting a specific bit of the scalar, the observed samples cannot be reused. That is, for detecting each bit, the attacker has to observe power consumptions for new data. So, in the proposed RPA attack, the maximum number of samples that the attacker can use for each trial guess is $R^{\mathcal{M}} /$ the number of trial guess on average. Thus, the symbol $\mathcal{L B}=\sqrt{R^{\mathcal{S}} / R^{\mathcal{M}}}$ used in the new attack strategy in section 3.4 is replaced with $\sqrt{\left(R^{\mathcal{S}} \times \text { the number of trial guess }\right) / R^{\mathcal{M}}}$. For a more successful attack we can use more smaller samples if $R^{\mathcal{M}} /$ the number of trial guess $>R^{\mathcal{M}} / M^{2}$ and more larger samples if not, but the total number of samples should be less than $R^{\mathcal{M}}$.

Remark 5. We can easily convert the RPA attack into the attack on a right-toleft computation using Proposition 5.

## 5 Comparison

As described in the previous sections, the basic BSD type countermeasures are vulnerable to various attacks. So, the BSD type countermeasures should be combined with additional countermeasures to resist SPA and DPA. In the section, when some countermeasures are added to BSD type countermeasures we compare the proposed attack with previously known attacks introduced by Fouque et al. and Sim et al. and the hidden Markov model (HMM) attack ${ }^{5}$ [14] for the left-to-right computation and the right-to-left computation, respectively.

Table 2 shows the possibilities of attacks against several combined countermeasures and the direction of computation. We first consider BSD type countermeasures combined with the SPA countermeasure. Fouque et al. and Sim et al. analyzed the full version of Ha-Moon's method. So, the possibility of their attacks against the other BSD type countermeasures may be determined according to the given random recoding method. However, the attack of Fouque et al. is based on detection of internal data collisions, so their attack may be able to apply without regard to the direction of computation algorithms at a glance. On the other hand, the HMM attack is available under the assumption of distinguishability between ECADD and ECDBL. Thus, the HMM attack seems unable to break the BSD type combined with SPA countermeasures.

[^1]Table 2. Comparison of possibility for several combined BSD type countermeasures

| Attacks | Left-to-Right computation |  | Right-to-Left computation |  | Attack <br> Model |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | with SPA C. | with DPA C. | with SPA C. | with DPA C. |  |
| Fouque et al. | Dependent | Infeasible | Dependent | Infeasible | MESD |
| Sim et al. | Dependent | Infeasible | Infeasible | Infeasible | ZEMD |
| HMM | Infeasible | Infeasible | Infeasible | Infeasible | HMM |
| Ours | Feasible | Feasible | Feasible | Feasible | ZEMD |

Note. SPA C. and DPA C. denote SPA countermeasure and DPA countermeasure, respectively.
Note. We consider the fixed procedure type such as Coron's dummy method or Montgomery ladder method as an SPA countermeasure, and the randomized point representation type such as randomized projective coordinates or random isomorphisms as a DPA countermeasure.

Note. "Feasible" means that the attack can break all combined countermeasures, "Infeasible" means that the attack can not break any combined countermeasure, and "Dependent" means that the possibility of the attack depends on random recoding methods.

In the case of BSD type countermeasures combined with the DPA countermeasure, the attack of Fouque et al., the attack of Sim et al., and the HMM attack can not break the combined BSD type countermeasures. However, we have shown that BSD type countermeasures combined with DPA countermeasures using randomized point representations such as randomized projective coordinates [4] or random isomorphisms [11] are vulnerable to the proposed RPA attack.

Remark 6. In order to strengthen the security of BSD type countermeasures there are other possible approaches, that is, if BSD type countermeasures are combined with the indistinguishable operations type using the same addition formulae [2] or random point blinding type such as Coron's second method and random initial point method [18], then BSD type countermeasures may be secure against not only the proposed attacks but also the other attacks.

In addition, another difference between the proposed attack and the attack of Fouque et al. is the analysis model. The model of Fouque et al. is based on the collision detection, which is rather different from the usual SCA model. To find collisions their attack utilizes "Multiple Exponent Single Data" (MESD) technique. The MESD requires that an attacker has two identical devices with the same algorithm: one with an unknown secret scalar and the other with a chosen scalar by oneself. In order to recover the unknown secret scalar, we compare the power consumptions of two devices. If the power consumptions are similar then the scalars equal each other, otherwise, the scalars differ. However, such a situation may be less practical than ZEMD technique, which only requires a device with an unknown secret scalar.

## 6 Concluding Remarks

In this paper, we have enhanced the existing attacks against the full version of Ha-Moon's method, and then we have proposed a practical attack applicable to all BSD type countermeasures combined with an SPA countermeasure. We
showed that the proposed attack is as practical as the original ZEMD attack by the simulations on the target countermeasures.

We have further enhanced the proposed attack in two ways. The proposed attack is extended to a right-to-left computation and BSD type combined with a DPA countermeasure. That is, in order to repair the security, if BSD type countermeasures are combined with a right-to-left computation or DPA countermeasures such as randomized projective coordinates or random isomorphisms, then it may be vulnerable to the proposed attack.
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## A Several Proofs

Proposition 2 Assume that the computational environment is the same as Proposition 1. If the appearance probability of a discernment point is $p$, then
the signal-to-noise ratio is

$$
\begin{equation*}
S N R=\frac{\varepsilon p \sqrt{R}}{\sqrt{8 \sigma^{2}+\varepsilon^{2}(\alpha M+M-p)}} \tag{4}
\end{equation*}
$$

Thus the $S N R$ is approximately $p$ times larger than the original. In other words, in order to obtain the same $S N R$, the required samples are $p^{-2}$ times larger than the original.

Proof. Recall that SNR is defined as the ratio of the average signal divided by its standard deviation.

Since the discernment point appears with the probability $p$, the signal is $p$ times larger than the original; $E[$ signal $]=\varepsilon p$. If the discernment point does not appear, we can consider such a case as noise; $E[$ noise $]=0$.

On the one hand, non-algorithmic noise does not depend on the input data. On the other hand, algorithmic noise can be seen as ( $M-$ signal $/ \varepsilon$ ) random bits; $(M-p)$ random bits. Thus, it is easy to see that the variance of the signal is $V[$ signal $]=4\left(\sigma^{2}+\varepsilon^{2}(M-p) / 4\right) / R$. If the discernment point does not appear, the variance of the noise is $v[$ noise $]=4\left(\sigma^{2}+\varepsilon^{2} \alpha M / 4\right) / R$.

Hence, in the current case, the average is $p \varepsilon$ and the standard deviation is

$$
\sqrt{8 \sigma^{2}+\varepsilon^{2}(\alpha M+M-p)} / \sqrt{R}
$$

In other words, SNR satisfies the equation (2).
Proposition $3 d_{[i, n]}$ is either $k_{[i, n-1]}$ or $k_{[i, n-1]}+1$.
Proof. $d=d_{[i, n]} \cdot 2^{i}+d_{[0, i-1]}$ and $k=k_{[i, n-1]} \cdot 2^{i}+k_{[0, i-1]}$. As $d=k,\left(d_{[i, n]}-\right.$ $\left.k_{[i, n-1]}\right) \cdot 2^{i}=k_{[0, i-1]}-d_{[0, i-1]}$. As $-2^{i}<k_{[0, i-1]}-d_{[0, i-1]}<2^{i+1},-1<$ $\left(k_{[0, i-1]}-d_{[0, i-1]}\right) / 2^{i}<2$. Here, $\left(k_{[0, i-1]}-d_{[0, i-1]}\right) / 2^{i}$ must be an integer since it is equal to $d_{[i, n]}-k_{[i, n-1]}$. Hence, $d_{[i, n]}$ is either $k_{[i, n-1]}$ or $k_{[i, n-1]}+1$.

Proposition 4 Assume that an attacker can recognize whether the peak occurs or not using $R^{\mathcal{S}}$ samples in the case of Double_Add_Always method. If the appearance probability of the discernment point for the target bit $k_{i}$ is $p$, the use of $p^{-2} R^{\mathcal{S}}$ samples enables the attacker to recover $k_{i} ; k_{i}=0$ if an appreciable peak occurs, or $k_{i}=1$ if not.

Proof. First we discuss the case of $k_{i}=0$. When Addition-Subtraction_Always _method manipulates the $i$-th bit $d_{i}^{(r)}, d_{[i, n]}^{(r)}$ is computed, which is equal to $2 \cdot k_{[i+1, n-1]}$ or $2 \cdot k_{[i+1, n-1]}+1$ because of Proposition 3 , The next iteration of the flow computes $\left(4 \cdot k_{[i+1, n-1]}\right) \cdot P$ or $\left(4 \cdot k_{[i+1, n-1]}+2\right) \cdot P$. Note that the former is the discernment point. From the assumption, the appearance probability of the discernment point is $p$. Proposition 2 shows that the use of $p^{-2} R^{\mathcal{S}}$ samples enables the attacker to recognize the peak because of the assumption for his/her capability. Since the peak shows that the attacker's guess is correct, he/she reveals $k_{i}=0$. The discussion on the case for $k_{i}=1$ is similar.


[^0]:    ${ }^{4}$ The BSD representations use the set of digits $\{-1,0,1\}$. Thus, in this paper, we do not deal with countermeasures based on window methods using randomized addition chains.

[^1]:    ${ }^{5}$ The attack introduced by Karlof and Wagner utilizes the hidden Markov model (HMM) to break BSD type countermeasure, which is a cryptanalytic framework for countermeasures that utilizes a probabilistic finite state machine.

